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Euyopiotieg

210V TOUEN TNG EPEUVAC XATOLOG TRETEL VoL £YEL EEYMPLOTONEC GUVIBEAPOUS Xalk PEAOUC
VoL TOV GUVOOEVOLY OIS Tpoondleleg var gpTdoet otny «oAfdeioy. [lpoowmxd, Yo Hieha
VoL EUYOPLOTNACL GAOUC TOUG avp®ToUg ToL oTdUTXaY BiTAd HOL XaL CUVESUAAY O AUTO
T0 €pYO WE TIC YVOOELS X0 TNV EUTELRio TOUS, XorddS Xo UE TO YOUOYEAD Xou T1 GTARIET
TOUC.

Oa el va e €va EEYWELETO ELYAPLOTE OToV ETBAETWY xadnynTh uou, Ap.
Nudro ITatpovn. H ouvepyoasia ye eva 1060 Aounpd Luoko, Atay TOAD ONULoueyLxy
Yo U€va, xodog UTOEEca VoL BEATIO00 TIG DEELOTNTES XAl TIG YVWOOELS oL ot Vo Yive
%oh0TEPOG PuUOLXOS pardalvovTog and autdv. Oa Nieha, enlong, Vo Tov ELY PO TACK TOU
Aoy TévTo exel yio var Je otnpilel xon vou pe Bondnoel va Eemepdion OAEC TIC TROXAN|OELS
TOL OVTWETMTLON XATH T1) OLEXELN TNG POV EPELVAC.

Oa flela enione va evyaptoThow Tov Ap. Zevopohv AcAdvoyhou xou tov Ap.
Mok Koéxxopn mou ftav nédvto mpoupol vo pou dwoouy moAbTes cuyfouiéc. H
Borpdela xan oTAEIEN TOU TEOCEPERAY XAUTA TNV TEAYUATOTOMNGT TWV TEWOUATWY HTav,
eniong, avextiunt.

duoixd, 1 ocupforry g ouddag tou Ivotitovtou Iupnvinic xon XopoTiotomrc
Touv EK.E.®.E. «Anudxpitocy ftav enfone mohd onuavted ylo Ty mporyuatonoinon
TV Topovowy Yetprioewy. Ilpwtov, Va Alela vo euyaplothow tov Ap. Xwthpto
Xaplocémouro yio Ty unootAelr Tou. H cuyfolr tou Ap. Avactdoou Aayoyidvvn
xou Tou Ap. Muyarh A&udtn Atay, eniong, mpwtopywic onuaciog yia 0 Sieudétnon
ONUAVTIXGY {NTNUATWY XATd TNV TEOYUATOTONoY TV axTVOBOAACE®Y oL Yl TNV
TopoyY| EmoTNUovXrc xou Teyvixic Pordeac. Emmiéov, do Aleha vo suyopiothHow
™ Ap. EXévn Bayevd mou ftav excl xou cuvéfode oc o,tidnmote ypetaldTay.

Tlotng onuaolag, Atav, emlone n ouvyforr) tou Ivotitovtou Iupnvixdy o
Padohoyiwy Emotnuov, Teyvoloyiog Evépyeiog xaw Aogpdieac tou E.K.E.Q.E.
«Anuodxeitocy, Omou  TEUYUUTOTOINXE €val PEYSAO UEQOC TV UETPACEWY NG
ETMAYOUEVNC EVERYOTNTOC TwV detypdtwy. )¢ ex Ttoltou, Yo HeAa Vo EUYUELOTHOW
tov Ap. Tev Xtapoterdto poll ye ™ Ap. Oeoddpa Bacthomovhou xar Ap. Mopla
YBRa mou e Borinoay va e€oixeimd® pe To epyaoTriolo, GUVEBUAUY OTIC UETEHOEIC UE
NV eumeLplar Toug xon ONuovEYNoay Eva TohD PLhixd Tepi3dAroy epyactoc.

‘Eva onuoavtind pépog twv UeTprioewy mpaypatomotfinxe eniong oto Turua
Hapaxorotinone Padievépyelag TepBdihovtoc tne Elinvixrc Emtponrc Atouwic
Evépyetog. o oautd tov Aoyo, Béhw vo euyapiothion Tov Ap. Kwvotavtivo Iotneiddn
xu tov Ap.  Kovotavtivo Koapgonollo yio ™ @uiolevia Toug xon yia Oheg TIC
emoxodounTxéc oLCNTHOEL Tou Elyoue O VEUUTA TOU TEOEXUTTAY XUTA T1 OldEXELd
TWV UETPHOEWY.

Emuniéov, da Hleha vo euyopiothow Olo To UEAT TG OUddAS UOU  Tou
CUVERYUO TAXAUE OhaL aUTA Tor YoVl 6Tl Tewdvvivar xan Ytoy cuvtodidudteg oto Tokiot
wou uéypl ofjuepa. Idwitepeg euyopiotie otic Znvofia Eréue, Ehood Ytoudtn xon
Mogta [TeoBitn yio T cuvepyaoia, T cUPBOAY TOUG GTAL TELRAUOTA Yol TIS TOCEC MPES
Tou mepdoope Yoll BoukedovTag xou cLLNTMVTAC Yo TNV ETGTAUN ot T1 {1,



Emniéov, Ya fieha va evyaptotion t Ap. Péla Bhaotol yio tny otrieiln oc autd
T0 £0Y0 GAAG xou Yo TiC cupPouléc tng. Idwitepeg euyaplotiec otoug Ap. Avtiydvn
Kohopdpo, Ap. Adavdcio Xrtapatonovro, Avactdolo Avactootddrn, Erévn Mrtorn xou
Yothen Xaodmoyhou yio T1 GUUUETOYT| TOUS OTA TEWIUATA X0t T1) GUUBOAT TOug WOTE
ot var Tporyatonotdody To OUUAGTEQO %ot XUNITEQO BUVATOV.

Axoun, evyopoted 1o Topupo Keotixdv Trotpoguov (IKT) yio tnv owxovouxy
vtooTielEn authc e Stene xadodg xar to épyo “CALIBRA / EYIE” (MIS
5002799) nou ulomoteiton oo TAdiclo e Apdone «Evioyuon tne unodourc épeuvag xou
xawvotoplacy, yenuatodoteitan and to Emyelonoluxd Hpdypauuo «Aviayoviotixdtnia,
Enyepnuatixétmnra xow Kowvotoplay (EXIIA 2014-2020) xou ouyypnuatodoteiton omd
v EMBa xan tnv Eupwmnoiny Evwon (Evpwnaixé Touelo Mepipepetonric Avdmtuing).

Téhog, oug evyaptote I'epdowe, Hepoepovn, Avaotdon, Avopéa xan Afuntea yio
OAT TN SUVON Xt TNV Actodo& (ol TOU oL BIVETE HE TNV oy dmy) Xo THY oy XoAd Gog.
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ITepiAndm

[apbdho mou 1 PEAETN TWV TUENVIXGY avTdpdoewy Lexivnoe Mdn and to 1919, dtav
€Yve 1 TEOTN TopatAenon Tou muprva omd Tov Ernest Rutherford, n perétn tov
TUENVIXOY avTLdpdoewy e€axolovlel va elvar éva avolyTtd Tedlo YEUdTo TEOXAHOEL,
®xoddG TO TEOPANUA TV TURNVIX®Y AVTIOPACEWY eV umopel va Audel péow Twv
oVUALTIXWY EELOOOEWY NG XBavTixrc unyovixic. AuTh 1 TOAUTAOXOTNTA TEOERYETAL
T660 omd TO YEYOVOS OTL 1) Loyuet| oAANAeTidpouor péow NG omolog T VOUXAEOVLX
OMNAETOEOUY PETOEYD TOUC TOROMEVEL EVaL aVOLYTO EPELYNTIXG TEDI0 aAAd xou AOYW
TOU UeYdAou apuiuod vouxAcoviwy Tou cudueTéyouv ot o avtidpoorn. H €psuva
07To medio TNg TuENVIXTS QUOLXTS aVTIETWTICEL auTd Tar {nTAPaTa PEow TNS avAmTUENS
VEWENTIXOY HOVTEAWY TIOU GTOYEVOUY GTNY TERLYPUPT| TWV TUPNVIXGY AVTLORACEWY X0l
OTNV AVATARAY WY T TV oVTCTOLY WV THRATNEHOWWY PEYEDDY.

To Yewpentnd povtéda elvar €va €l80C «TEOGOUOIWONS TNG TEAYUATIXOTNTUCY XAl
€youv avantuyVel eite HoTe va avamopaydyouy To Tapatnerowa UeyEdn elte otn Bdom
™G HOYN UTdPYOUCUS EUTEIRIAS OO CUCTAUNTH TOU UOLALOUV TEOCEYYICTIXA UE TOV
Tuprva elte oTn BAoT TG UTEREYOUCUS YVHOONE TWV WBIOTHTWY Tou Tuphva. AuTd €lval
ToL AeYOUEVAL QouvopEvohoYWd wovTtéha. Emmhéov, tig teheutaleg dexactieg n €peuva
oTov Topéa TS VewpnTinic QuUOTC 0B YNoE OE TEOOGO GTO TEDIO TWV ULXPOCHOTUXWDY
TEOCEYYIOEWY TWV TURTVIXGOY AVTIOPAOCEWY, Xl WS €X TOUTOU UXPOOXOTUXA LOVTEAX
gyouv entlong avamtuyvel.

Puoixd, dev UTdEYEL EVal YEVIXO XAl EUPEWS YPNOWOTOLOUUEVO UOVTENO TIOU UTOEEL
vo meplypder cuvohxd pior muenvixry avtidpaon.  Avt autol, €youv avamtuyet
otupopeTol xdeg, omwe ol TALYS xoa EMPIRE, émou ta didgopa Yewentixd
uovTtéla ouvoudlovton xou xadéva amd autd TANeol dlaopeTixole oxomols. Metald
QUTWY TV OXOTOV ElVOl 1) CUVELCQOEE. DLUPORETIXMY UNYAVICU®MY OF UL TURTVLXN
avT{dpAoT), 0 UTOAOYIOUOS TWV GUVTEAEGTMV EXTOUTNG CWUATIOIWY X0l O UTOAOYLOUOS
NG TUXVOTNTAS TWV EVERYELUXOY ETTEdKY Tou Tuprva. H Beitiwon twv Yewpntxoy
Hovtélwv Beloxeton o e&éMln mpoxewévou va xotavoniel oe Bddoc 1 @lon Twv
TUENVIXWY avTIdpdoewy.  Autd emtuyydveton elte pe Tpomomolfoelc ot Bdon Twv
Hovtédwv elte ue N PBedtioon tng avtioTtoyng mapoucTponolnong €ToL WOTE VA
emtevy el xaAbTepn oUWV PE To TELPAUUAUTIXG DEDOUEVOL.

Ov mupnvixée avtdpdoelc twv otadepdy 100Tomwy efoxoloutoly va eivor uia
EQELVITIXY| TIEQLOY Y| OTIOV 1) GUYXELOT) TOV TELQUHOTIXWY DEBOUEVWY UE TOUS avTioTOLY0Ug
VewenTnoUs UTOAOYIOUOUS GUY VY OmOXUAUTTEL PEYSAEC amoxhioelc UeTald TOug.
Emuniéov, mopotneeiton aouvETELL oxOUn %ot UETHED TWV UTOEYOVIWY TELQUUATIXOV
OEDOUEVOV. YUVETE, 1) TELQOUOTIXY UEAETN TOV TUPNMIXWY  OVTLOPUCEWY OF
avelepelvnteg neployéc (Ualag xon evépyelag), oAAd axdun xou oe NON YEAETNUEVES
Teploy€e, ebvon amopadtnTn Yot TY ovavénmon Tov BiAlodnxoy dedouévey. Me autdy
TOV TEOTO, EVIOYVETAL 1) EYXUROTNTA TNC OUYXELONG TWV VEWENTIXGY UOVIEAWY UE TA
TELQOUATIXG DEDOUEVAL.

Emunicov, yden otn ouveyn Beitiwon tng teyvoroylog TwV oviyVEUTGV xal
TOV EMTAYUYTOV, oA xar Yden otoug xwdixec mpocouoinone (my. GEANTA4,



MCNP5, FLUKA), éyouv avoifet véol 0plloviee oTIC TELUUAUTIXES TEYVIXES, XD
XL OTNV  OVIAUCT] TV TELRUUIUTIXGY  OE00UEVLY.  XENOWOTOIOVTUS AUTES TIC
VEEC BUVITOTNTEC oo TorTon BUVATY 1) TEUYUATOTOINCT TEONYOUUEVKOS AVEQPIXTWY N
ATOLTNTIXWY TELRAUUATWY.

Ebvar yvooto o1t tor Yewentind Yoviéha €youv Ol@opeTixd eninedo emtuylag
OTNV OVOTORUYWYT| TWV TELRUUUTIXGY OEOOUEVGY YO OLUPOPETIXEG EVEQYELUXES Xl
wolixéc meployéc.  Emouévwe, wior ousTUOTIXT UEAETY TOV TURPNVIXWY OVTIOPAOEMY
Yioo Uar cUYXEXEWEVT Lollxy| TEPLOY T TOU YENOWOTOLEL TOEIAANACL T TAEOVEXTAUNTY
TV TEYVOhOYXWY e€eMewy amotehel éva moAUTWO cpyoheio yia TV olloAdynon
TV Yewpntxov poviédny. H moapoloo cpyoacio avapépeton TN UEAETN TUENVIXGOY
OVTLOPAOEWY YLOl LOOTOTA OTIEVIWY Youwy Yia evépyeteg uetoll 10-20 MeV . Extoc amd
T0 16HTOTO SC TOU AVAXEL GTNV TEPLOY T YoOUNAAC € peoatoc pdlag (A=45), ta wdtoma
TWV UTOAOLTOV GTOLYEIWY OTAVIOV YouwY ovixouv oTnv Teployh peooiog €we Bapldc
uéoc.

Yuyxexpiéva, otny tapoloa epyacio peketiinxe n avtidpaon (n,2n) yio 1o otadepd
oédtono Ho (Y9°Ho), xadade xon yuo ta 3o ehappitepa otodepd todtona Er xou Dy (*02Er
xon 19Dy). Tho cuyxexpuéva, oL avtioTolyec EVEpYEC BLUTOUEC AUTOVY TWY avTIdEEcEWY
HETEAUMMAY TELUUOTIXG OE OLopopeTnés evépyeleg. Ou ueTpolUeveS eVERYEC OLUTOUES
oLy xelnxay ue TEoNYOUUEVES UETPNOELS, XoIMOC X0t HE TOUS VEWENTXO0VC UTOAOYLOUOUC
ue Bdomn Tov eupéwe YeNoYlomoloUUeEVo oToToTind xmdwa TALYS oe uo mpoondieia
OLEPELYNONG TNG ATOBOOTE TOU WO Yol Tol OLdpopa VeEwENTIXG HOVTENX XU TEOTUTY
TOU €lVall EVOOUATWUEVO O QUTOV.

To xavéht (n,2n) tou % Ho tpogodotel dVo xataotdoec tou Tuphva ' Ho: v
LOOUEQRT| XAUTAOTAUON (JT=67) oc evépyela Oeyepone Ee,=139.8 keV, xaddc xou tnv
Baowh, xatdotoon (JT = 17). Abyw autol, 1 UETENON TWV EVERPYHV BLUTOUMY TwY
0LO AUTWY XUVOALWY amoTeEAE! pla EVOLUPECOUCH TUEUTARTOT OE OYEDT) UE TO Spin TwWV
800 aUTHOY xoTacTdoEWY. Ao TV dANN Thevpd, To todtona 2 Er xan Dy efvon o
ehapeUTERN OTAlERd LGOHTOTA TWV AVTIGTOLY WV GTOLYEIWY, YULUXTNELOTIXO TOU TEOCVETEL
EvoL ETUTAE0V %IVNTEO %o EVOLPEROV YIaL T HEAETY) TWV CUYEXQUEVLY AVTIOPAGEWY.

To nelpopotind dedopéva etvan eniong amopaitnTa yior TNy xotaoxeur Twv BiBAoUnXGOY
Topnvixody dedopévwy, étwe o ENDF (Evaluated Nuclear Data File), JEFF (Joint
Evaluated Fission and Fusion File) xou JENDL (Japanese Evaluated Nuclear Data
Library). O BiBhodrxec mupnvixdv dedopévwv Bactloviar oty adlohdynon twv
TELQOUOTIXGY OEQOUEVMY XL €YOUV UEYAAN ONUACIA YLl TOUC OXOTIOUS TNG TUENVIXAC
emothunc.  Ilpdtov, umopolv va yenowornowndolv eite we oapycio cloaywyhc yia
TOUG XWOXEG VEWPNTIXWY UTOAOYIOUMY EITE yiot TNV e€aymYH TNG TUQUUETEOTOINOTS
autwyv. Enlong, ot fiBAotfxeg mupnvixdy 5edouEvmy cUUBIAROLY OTUUVTIXE OE GXOTOUG
TUENVIXAC TEYVOROYIAC Tou oyeTCoVTaL T.Y. UE TNV TUENVIXY| LUTEIXT, TNV ACPAAELL XAl
TNV OXTIVOTIOOG TAGLOL X0 TOV YOQUXTNELOUO VALV,

O BiBrhiodrxeg vetpoviey, edindTepa, o€ cUVOLAOUS Ue TN JewpenTiny| povielonolnon
OLadpauatiCouy xooploTind PONO OTIC EQUOUOYES TUPNVIXNG EVERYELIS X0, EWXOTERY,
otnv TEYVohoyia TV avudpucthpwy.  IIio cuyxexpweva, n axphic yvworn xo
XUTAVONOY] TWV AVTIOPACEWY TOU EMGYOVTAL UmO VETEOVIA Eivon onuavTixy|, €TI0l OOTE
VO TROGBLOPLGTOVY Tol GTOLYElN ot Tl LOGTOTOL TOU UTOPOLY Vo Yenouloroindoly m.y.
¢ 0oUd LAXE XL amopeopnTée ot autd Ta cuoTtApate.  To odToma oTAVIKY



YUY, EWOXOTERA, YPNOWOTO0VTUL A €youv TpoTael yior Yprorn ot Bidpopoug TOTOUG
avTpao Thewy, T.y. To Dy xou Er ymopolv va yenowomoindoly ¢ anoppo@ntéc
VETROVIWV.

O BPhodfxeg mupnvixy dedopévev  etvar  enlong  udlotng  onuaciag  yia
A0 TPOPUOIXOUE OXOTOUG, OTWS 1) ELUYWYT TNG PUOIXHS TEQLEXTIXOTNTOS OTOLYEIWY XAl
l0OTOTWY, %AW xou N Uelworn Twv avtioTorywy offefauotAtwy péow TN oUYXELOMG
TV TEROUTIXOV BEBOPEVODY UE TOUC avTioTolyoug UTOAOYIoUOUS Tou BactlovTon oTiC
BBAo07neg DEBOPEVLV. LUYREXPWEVA, OL avTIOEACELS VETROVIWY SLadpauatiCouv Bactxd
EONO GTOV UTOMOYIOUO TWV TEPLEXTIXOTHTWY LOOTOTWY TOU TUPAYOVIOL UECE TWV
OLUOXAUCLY S XOUL T, OL OTOLEG TEQLYPAPOLY TNV TUPAYWYT) LGOTOTWY UECEK) AVTLOPICENY
cOMNG vsrpovicov

Ta TEELp omxcx Ocdopéva ambd  TEONYOUUEVEC HETPAOELS YL TIC ocvanconLg
162Fr(n, 2n)"* Er xon P Dy(n, 2n)"*° Dy nepropilovia oe wo otevh evepyeiand mepioyh
ueToCy 13. 5 14.8 MeV xou, emmhéoyv, mopouctdlouy GNUavTixéS omox)\toag pswiu TOUC.
Ta Bsﬁopeva TV cxvanocoecov 165Ho(n on)'**Ho™ xou '%Ho(n,2n)"**Ho? ocvoccpspowou
oE L supurspn svspyemxn neptoxn pswiu 12-20 MeV, napouomlouv op(og, smong
ONUAVTIXEC AMOXAOES PETAE) TOUC.

Yy mapoloo €pEUVA, 1) EVERYOS OLUTOUY| TWV owuﬁpcxoewv 162Er(n, 2n)161Er
156Dy (n,2n) "Dy, %Ho(n,2n)"**Ho™ and '9Ho(n,2n)'**Ho? psrpm?nxe uéow Tne
TEYVIXNC TNS EVEQYOTOINONC OF 2)(807] UE TIC avTLOPAoELS ocvoccpopocg 197 Au(n, 211)196Au
2TAl(n, @)*Na xou Nb(n,2n)"Nb™.  Ov nu- povoevspyaocxsg déopec veTpoviwv
oy Unooy Uécw Twyv owquacecov 2H(d,n)*He (DD) xou 3H(d,n)*He (DT). Ot Ssapeg
deuteplwy emtoyVInxay and tov 5.5 MV Tandem Van de Graaff emtayuvty) tou
Ivotitoltou Iupnvixrc xon Xoyatdionic Puowhc tou EKE.Q.E. «Anudxettocy,
Afva, EXNGOo. Metd 1o Téhog TV axTVOBOAACEWY 1) ETAYOUEVY EVERYOTNTA OTA
oclypota UeTPNINUE PECW PUOUATOOXOTIUC-Y YENOWOTOLWVTAS OVLYVEUTES YEQUAVIOU
unep-umine xadopdtntoc (HPGe).

e v axeiPr gpunveior twv mEwpopatixoy dedouévey o Aoylouixd GEANT4
Yenowomotfunxe extevas. Apyixd, Yenoylomotfinxe yio TNV TpocoUolwaeT TN dEoung
VETPOVIWY Tou Topdyeton oto gpyactholo TTupnvixAc xow Lwpatidioxrc Puoinric tou
EK.E.®.E. <Anuoxpitocy péow tng mpocouolwong tov avudedocwy DD xa DT. T
T0 oxond auTo, N TARENC YEWPETPla TwY oTdywY (Seutepiou xar Tertiov), xodde o 1
Yoouun Tng 6éoung Beutepiwy eAfpdn unddy oTic Tpocouowoels. To anoteréopota
YENOWOTOLAUNXOY Y10 TOV UTOAOYLOUO TNG XUTOVOUNG EVERYELIC TNG BECUNG VETEOVILY,
n ool Beédnre oe cuygpwvia ye ta aviicToyo anotehéoyata Tou xOdixa NEUSDESC.

To loywouxd GEANT4 yenowonowdnxe, emiong, yi tnv mpocouoiwon trng
vewpetplag twv HPGe aviyveutov. Xuyxexpyéva, péow tou GEANT4 mpoodiopio trnxe
1 BEATIOTN YEWUETPIO TWV OVIYVEUTOV YL TNV OOl oVOToEory &y OVTaL Tol TELRUUOTLXS.
0edopéva TNG AmdBOoNE TOU vy VELTY Tou Afginoay yéow mnyov Poduvovéunong
YVwoThc evepyotnToc. O xoddixeg mou avamtiydnxay yenoylomotfinxay, xotomty,
YL TOV UTOAOYIOUO TNG OmODOCTE TOU OVLYVEUTH] OTIC EVEQYELEC TWV oXTIVWV-Y
TOL eXTEUTOVTOL oo Toug acTadelc muErveg, mou mapryUnoay UETd TO TEEAS TWV
X TVOPOAACEWY.

Y10 mhafoto TNg avdAucng BESOUEVHY, L&ourspo eVOLapEPOV ToPOVCLALEL 1) nepmw)on
e avtidpoong 165Ho(n 2n)164Ho , N EVEPYOC Olatour) Tng omolag PETEHUNXE UECH



e pwToxopuphic ota 37.3 keV, omou 37.3 keV ebvan n evépyein axtivwv-y mou
exméumovion xatd v amodiéyepon tou %Ho™ . Edixdtepa, 1 GUYXEXPLUEVN
POTOXOELPY NTAV MOALCUEVY] amtd oxTIVES DLapuUYNC axTiVWwV-X, UE ATOTEAEOUATO VO
duoyepatvetar 1 avdAucr Tne. O 0pldc TEOGBLOPIGUOS TN OTATICTIXAC TWV YEYOVOTOV
TEOEPYOUEVWY amd TG axtiveg-y oTa 37.3 keV, €yive Ygow tng TAAPOUS avamopoy wyhg
0L QAcpaTog UPoug TOAUWY PECE EXTETUUEVWY TPOCOUOIWOEWY HE TO AOYLOUIXO
GEANT4. X1n ovveyel, puéow tne oUYXpIoNe UE To Tepopatino gaouo tou % Ho
UTORECUUE VO AVOAUGOUUE TNV GUVELCQORA TOU XEUE unyoviopol amodlEéYepons ot
oOVUETN PWTOXOPUPT| AVEEHPTNTO A6 TNV TELQUUUTIXT OLUXELTIXT IXUVOTNTA.

‘Eva debtepo, ahhd e&icou onuavtixd otolyelo, g Topoloas avaluoTg agopd
otnv mepinTwon e avtidpaong 165Ho(n,2n)164Hog xon oyetileton YE TO YEYOVOS OTL
1 wouepic xotdotaon xau 1) Paotxl| xotdotaon Tou 4 Ho éyouv tapanhficiouc ypdvouc
nu-Comc (36.6 xou 28.8 min avtiototya). Q¢ ex tovtou xon dedouévou dTL 1) IooUERC
amodleyelpeTon 100% otn Baowr xotdotoor, 1 Teoodosin g Pocixic ambd TNV
looueRt| xatdotacT eAf@in utddiy xod GAo TO YEOoVXO BLEoTNUN and TNV aEY T TNG
X TVOPBOANIONG UEYEL TO TENOG TNG METENONG TNG EMAUYOUEVNG EVEQYOTNTUS. XLTal TAdLoLYL
NG Topoloag epyaciog TapouctdleTal 0 avTiGTOL0g UAINUATIXOS POPUIMCUOS Yol TNV
oxEU37| TEQLYPAUPT) TNS TROPOBOGLNC XAl ATOBLEYEQOTG TLY EVERYELUXMY XUTACTACEWY TOU
1%4Ho. Me Tov tp6m0 0T, unopécape e axpifela vo tpoodlopicoude Ty evepyd dlatop
e avtidpoong 165H0(n,2n)164H09 AopPdvovtag umoy TNV Teogodosia TNE IGOUEEOUC.

Onwe €yer NOn oavagepdel, oL TEQUPATIXEC PETEHOES NG €VEPYOU OLUTOUTC
TV UTO PEAETY avTLOpdoEwyY ouyxplinxay ue Ttoug VewpenTinols UTOAOYLOUOUS TOU
xwowxa TALY'S . Ov dewpnuixol unohoytopol mpaypatomotinxoy yio o Sla@opeTxd
HOVTEA TOU €Vl EVOWUATOUEVO GTOV XWOWO PE oXOT6 va eheyyVel 1 evooinoio
TWV UTOAOYLOU®Y, OARE xou vo Towtomondoly ol cuvdlaouol Twv JOVTEA®Y Tou
oVOToEOY Yoy xahOTERPAL Tol TELPaUA TG dedoueva. ot To oxond autd, ol Yewpnrixol
umohoytopol TpayuatoTolin oy 6e TEGCGERU O TABLAL

1. Emoyy| DlapopeTXdY HOVTEADY YL TNV TUXVOTNTA XATUOTUGERDY TOU TURTHVOL.

2. Emhoy] OIQOPETIXGY  HOVTEAWY  YLOL TOV  UNYAVIOHO  OTOBIEYERONS  TOU
oOvdetou muphva Ty Ty eniteudn Yepuoduvauixnc wwoppomniac (pre-equilibrium
mechanism) yio xéde HOVTEAO TUXVOTNTOC XATUOTUCEWY TOU TURTHVOL.

3. EmAoy?| DlapopeTixmy HOVIEAWY Yol TIC GUVUPETACELC oY Vog Tou Tohutoiou El
NG axTvoBoAag-y yiol xGUE UOVTEAD TUXVOTNTAS XAUTACTAGEWY TOU TUETVOL.

4. ETAoYT) DLUpORETIXGY UOVTEAWY YO TO OTITIXO BUVOUIXO TWY YOUAEOVIWY Yo xde
HOVTEAO TUXVOTNTOG XATUAOTUGERY TOU TURTHVOL.

Y Bdon auTdVY TwV UTOAOYIOUMY, To axOAoLYa CUUTEPACHUTA TEOEXUPIV:

o Ou onuavtixdtepee PETUPBOAEG 0N CUVEETNOY OLEYEQONG TWV  AVTLOPUOCEWY
TOQUTNEOVYTOL YLl DLUPOPETIXE LOVTEAN TNG TUXVOTNTOG XATAOTACERY TOU TUEY|VAL.

o H cuumeplpopd 1wV LOVTEAWY TNG TUXVOTNTIC XATUOTACERY UTopel var BeAtiedel
oY UTY TAL LOVTERN GLVOLUC TOLY HE BLAPOPETIXOUS UTOAOYIOUOUE YLl TO UMY OVIOUO



¢ amodiéyeong Tou oUvieTtou muprva mew TNV eniteudn Vepuoduvopixhc
looppoTiag 1| T cLUVARTHOELS Loy Vog Tou ToAutdhou E1 tne oxxtivoBollac-y.

o H cmoyn Slpopetixddv UOVIEA®Y OTTXOU BuVOUXOU Vouxheoviwy (omtixd
Suvoux6 tou Koning-Delaroche xou nui-uixpooxomixd Suvaixd tou Bauge ) dev
ovéSeLEE (TOLAGYIOTOV Yo TIC TUROTEVR TEPITTOCELS) AElOONUEIWTES dAAaYES OTN
CLVEETNOT DIEYEEONG TWV UTO UEAETN AVTLOPUCEWY.

o Mio onuavtixf) mopathenon ogopd to poviého GSM (Generalized Superfluid
model) yto TNV TUXVOTNTA XATACTAGEWY TOU TUPHVEL — LUYXEXQWEVH, OTNY
ToEOVoA UEAETT DLATLO TOUNXE OTL AUTO TO LOVTERO OMOTUY YAVEL Yiol T EAAPEUTERX
otadepd oétona Er xau Dy, ?Er xau "Dy, nou Beloxovto oo dpla tre xothddog
otadepotnTaC. AVoluTIXGTERY, TORUTNEHUNUE TANENE ACLUPWVIX TWV VEWENTIXWY
UTOAOYLOUOVY UE Tol TELpaorTixa dedoueva. Avtidétwe, to yoviého GSM unopet
VoL TEQLYPdpEL TOAD AMOTEAEGUATIXG TNV EVERYO OLUTOUY| TWV LOOTOTWY TOU OEV
aVAXOLY OTNV XaTryopld TwV 1ooTOTwY Ue EMewn vetpoviwy. To mapdderyua,
ot unohoyiouol pe Bdon auTtd To POVTERD TEPLYEAPOLY EMTUYMS TO (1,21) xavalt
Tou 1% Ho xa vy Tic 800 TEPLTTWOELS TROPOB0GLAG TNG LoOPEEOUS Xt TNG Puctnrig
xatdotoone tov 1% Ho.

210 Yoy, Va etvar dlaftepa eVOLAPEROY Var ETEXTEIVOUUE TIC UETPNHOELS TNG EVERYOU
OtaToung TG avTidpaong (n,2n) otV Teptoy Y| pecaiog €we Poptdc udlog. Luyxexplupéva,
ueydho evdlapépov Tapoucldlel 1) PehéTn Twv wotémwy I ¥3Cs xou 0Ce yio T
omola €youv YIVEL EXTETAUUEVOL UTONOYIOHOL XAl TPOCOUOLOELS YL TNV EPIXTOTNTA
TV TEWOUATWY 0To gpyacThiplo Tou emitoyuviol Tou E K. E.®.E. «Anudxpitocy. Ou
ueterioec mou Yo mpoxdipouv umopolv va yenowonoindoly yio vo diepeuvniel edv
0 PérTIoTOC GUVBLUOUOE HOVTEAWY Tou xwdwa TALYS mou mpoéxulde otnyv mapolon
OLTE3Y), %G %o Ol TUEATNENOES TTOU €Yoy GE OYEOT UE TN CUUTERLPOPS TMV
HOVTEAWY oy bouy eniong xat yio auTd Tor lo6toma. Me autdv tov tpomo, Ya e€oydoly
OXOUT) IO oY LEE CUUTERAOTA. Axoun, elvor evilapépoy va dlepeuvniel 1 amédoor Tou
GSM vy 70 wétono H0Ce, dedopévou 6Tl autd ebvar o EhappltEpo oTadepd 10OTOTO
tou Ce.
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Abstract

Withing the present work the (n,2n) reaction channel was studied for the rare
earth isotopes: 1®2Er, 1Dy and '%Ho. In particular, for °Ho the cross sections of
populating the ground and the isomeric state of ***Ho were measured independently.

The reactions cross sections were measured via the activation technique relative to
the 97Au(n,2n)""*Au, 27Al(n, @)*Na and %Nb(n,2n)”*Nb™ reference reactions. The
quasi-monoenergetic neutron beams were produced via the 2H(d,n)?’He (DD) and
3H(d,n)*He (DT) reactions, while the primary deuteron beams were delivered by the
5.5 MV Tandem Van de Graaff accelerator of the institute of Nuclear and Particle
Physics at N.C.S.R. “Demokritos”, Athens, Greece. After the end of the irradiations
the induced activity in the samples was measured through ~-ray spectroscopy using
HPGe detectors.

For the accurate physics interpretation of the experimental data the GEANT4
toolkit was extensively used for the simulation of the HPGe detectors. The developed
codes were utilized in the data analysis for the determination of the detectors efficiency
including corrections for the self-attenuation and the coincidence-summing effect. In
addition, the GEANT4 toolkit was utilized for the calculation of the neutron beam
energy distribution. The results were validated in the basis of the NEUSDESC code.

The measured cross section data were compared to previous measurements of the
literature, as well as to theoretical calculations based on the latest version of TALYS
(v. 1.95). The TALYS performance was tested for different models that are used in
the Hauser-Feschbach calculations. The impact of the models variation on the cross
section of the reactions under study was investigated and the best combination of
models relevant to the reproduction of the present data was determined. In general,
the default parametrization of the TALYS models was utilized. Only in the case of
the 165H0(n,2n)164H0m and 165H0(n,2n)164H09 reactions a different parametrization
for the width of the angular momentum distribution (spin cut-off parameter, o?)
was adopted so as to test the impact of this parametrization on the calculated cross
sections.



Chapter 1

Introduction

Even though the study of nuclear reactions has its origins back in 1919, when the
first observation of the nucleus was made by Ernest Rutherford, the nuclear reactions
study is still an open field full of challenges since the nuclear reactions problem cannot
be solved through the analytical expressions of quantum mechanics. This complexity
emanates both from the fact that the strong interaction through which the nucleons
interact with each other remains an open research topic and due to the large number of
nucleons that participate in a reaction. The nuclear research copes with these issues
through the development of theoretical models that aim at describing the nuclear
reactions and reproducing the corresponding observables.

The theoretical models are a kind of “simulation of the reality” and they have
been developed into the basis either of reproducing the observables or of the so-far
knowledge for the nuclear interactions and nuclear properties. In addition, in the
last decades the research in the domain of theoretical physics led to progress towards
the field of the microscopic approaches of the nuclear reactions [1], and therefore
microscopic models have also been developed.

Of course, a general and broadly used model which can in total describe a nuclear
reaction does not exist. Instead, different codes have been developed, e.g. TALYS [2]
and EMPIRE [3], where the various theoretical models are combined and each of
them serves different purposes. Among these purposes there are the determination of
the contribution of different mechanisms in a nuclear reaction, the calculation of the
particle emission coefficients and the calculation of the level density. The improvement
of theoretical models is in progress in order to reach a deep understanding of the
nature of nuclear reactions. This is achieved either by modifications in the basis of
the models or by the improvement of their corresponding parametrization so as to
obtain a better agreement with the experimental observables.

Nuclear reactions on stable isotopes is still an area where the comparison of
the experimental data with theoretical calculations often reveals large discrepancies
between them. Apart from this, inconsistency is noticed even between the existing
experimental data. Based on this, the experimental study of nuclear reactions for
stable isotopes on unexplored regions (mass and energy regions), but also on already



studied regions, is essential for the update of the data libraries. In this way, the
validity of the comparison of the theoretical models with the experimental data is
enhanced.

Thanks to the continuous improvement in the detector and accelerator technology,
but also thanks to the simulation codes (e.g. GEANT4 [4], MCNP5 [5], FLUKA [6]),
new horizons have been opened in the experimental techniques, as well as in the data
analysis. Taking advantage of these capabilities, the study of previously unattainable
or challenging physics cases becomes possible.

It is known that the theoretical models have a different success level on
the reproduction of the experimental data for different energy and mass regions.
Therefore, a systematic study of nuclear reactions for a particular mass region utilizing
in parallel the technological and simulation advances constitutes a valuable tool for
testing the theoretical models. The present work refers to the study of nuclear
reactions on rare earth isotopes for energies in the region 10-20 MeV. Apart from
the Sc isotope which belongs to the low-to-medium mass region (A=45), the isotopes
of the rest rare earth elements belong to the medium-to-heavy mass region.

In particular, in the present work the (n,2n) reaction channel for the Ho stable
isotope (1%°Ho), as well as for the two lightest stable isotopes of Er and Dy (!%?Er
and '"Dy) were studied. More specifically, the corresponding cross sections of
these reactions were determined experimentally after the neutron irradiations in the
accelerator laboratory of N.C.S.R. “Demokritos”. The measured cross sections were
compared to the theoretical predictions based on the broadly used statistical code
TALYS in an attempt to investigate the performance of the code for the different
theoretical models implemented within it.

The (n,2n) channel on '*Ho presents the specific feature of populating two
isomers of the '®*Ho product-nucleus: the isomeric state (J* = 67) at E., = 139.8
keV excitation energy, as well as the ground state (J®™ = 17). The cross section
measurement of both reaction channels constitutes an interesting observable relative
to the spin distribution of the populated states. On the other hand, ®?Er and '*%Dy
are the lightest stable isotopes of the corresponding elements. The experimental study
of the (n,2n) reaction channel for these neutron deficient isotopes and the comparison
with the corresponding theoretical calculations is an extra motivation for the present
work. It is interesting to test the performance of the reaction mechanism modeling
and parametrization at the limits of the valley of stability of the chart of nuclides.

The experimental data are also necessary for the construction of nuclear data
libraries such as ENDF (Evaluated Nuclear Data File) [7], JEFF (Joint Evaluated
Fission and Fusion File) [8] and JENDL (Japanese Evaluated Nuclear Data Library)
[9]. These libraries are based on the validation and the evaluation of the experimental
data and are of considerable importance for the nuclear science. Firstly, they can be
used either as input files for the theoretical calculations codes or for the extraction of
the parametrization of them. In addition to this, the nuclear data libraries contribute
significantly to nuclear technology purposes related to e.g. nuclear medicine, radiation
safety and protection, material characterization and nuclear energy.

The neutron evaluated libraries in combination with the theoretical modeling
play a crucial role in nuclear energy applications and, in particular, in the reactors



technology. More specifically, the accurate knowledge and understanding of the
neutron induced reactions are important so that the elements and the isotopes
that can be used as structural materials, absorbers or poisons in these systems are
identified. The rare earth isotopes, especially, are used or have been proposed to be
used in several reactor assemblies, e.g. Dy and Er can be used as absorbing materials
and burnable poisons [10, 14].

The nuclear data libraries are also of paramount importance for astrophysical
purposes, such as for the extraction of elemental and isotopic abundances, as
well as for our general understanding on the nucleosynthesis processes and stellar
evolution. Specifically, the neutron capture reactions define the path of the s- and r-
nucleosynthesis processes and eventually the elemental production for A>56 [15,16].



Chapter 2

The physics cases and the
activation technique

In this Chapter the nuclear reactions under study will be presented along with the
adopted method.

2.1 The nuclear reactions and the previous
experimental data

During the present work four different threshold nuclear reactions were studied. They
refer to the (n,2n) channel of the rare earth isotopes '*Er, "Dy and '*Ho:

e '02Er(n,2n)" " Er
e 5Dy (n,2n)" Dy
e '65Ho(n,2n)" " Ho?

e '6Ho(n,2n)"**Ho™

The cross section of the above listed reactions were determined experimentally
for several neutron beam energies, as can be seen in Table 2.1. The irradiations
were performed at the 5.5 MV Tandem Van de Graaff accelerator of the Institute of
Nuclear and Particle Physics at N.C.S.R. “Demokritos”.

Table 2.1: The neutron induced reactions studied in the present work and the corresponding
neutron beam energies.

| Nuclear reaction | Ey, (MeV) | Neutron beam energies (MeV) |
162Er(n,2n) " Er 9.26 10.7 11.0 113 171 181  19.0
156Dy (n,2n)" "Dy 9.51 171 181  19.0

165Ho(n,2n) **Ho™ 8.04 10.1 104 107 171 181 190  19.6
165Ho(n,2n)"**Ho? 8.04 10.1 104 107 171 181 190  19.6




In Figure 2.1 the previous data of the reactions are presented, as extracted from

the EXFOR database [17].
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Figure 2.1: The previous data of the 162E1r(n,2n)161Er [18-26], 156Dy (n,2n)" "’ Dy [18,

20,22, 24,27, 28], ' Ho(n,2n) **Ho™ [22,29-37] and '%*Ho(n,2n)"**Ho? [22,29,31-33,
37, 38] reactions, along with ENDF/B-VIIL.0 library [39] when this is available.

As can be seen from Figures 2.1(a) and (b), the previous experimental data for the
162Ky (n,2n)"* Er and Dy (n,2n)"*° Dy reactions are limited in a narrow energy region



between 13.5-14.8 MeV. Furthermore, the experimental data are very discrepant. In
the case of the '®Ho(n,2n) reaction channel, more experimental data exist as it is
depicted in Figures 2.1(c) and (d). The experimental data for the population of both
the isomeric and ground state refer to the energy region between 12-20 MeV. However,
the data are also discrepant.

2.2 Energy diagrams

The interaction of neutrons with each one of the '%Er, 1Dy and '®*Ho isotopes for
neutron beam energies between 10-20 MeV is dominated by the compound-nucleus
mechanism, which is discussed in Section 6.1.

Based on the Bohr hypothesis about the independence between the input and
output channels in the compound-nucleus reactions (see also Section 6.1), different
reaction channels with different probabilities can be induced by each nuclear
interaction. These channels can be represented in an energy diagram taking into
account the excitation energy of the compound-nucleus. In Figures 2.2-2.4 the energy
diagrams of each interaction are presented along with the most probable nuclear
channels. More details for the energy diagrams are given in Appendix A.
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Figure 2.2: The energy diagram of the ®Er+n interaction.
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Figure 2.4: The energy diagram of the '®*Ho+n interaction.

2.3 Activation technique

The method used for the experimental determination of the cross sections of the
reactions under study is the activation technique. This method was first applied
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by Hevesy and Leni in 1936, who performed a quantitative analysis of samples [40].
Nowdays the method widely applies, apart from the qualitative and quantitative
analysis of samples in many other aspects of nuclear physics research, such as for
cross sections measurements in fundamental research, as well as for the determination
of beams intensity and safety studies in accelerator technology [41-43]. The method
consists of two stages:

1. the irradiation of the samples with a particle beam in order to induce the
nuclear reaction of interest.

2. the measurement of the activity induced by this particular reaction in the
irradiated samples.

The induced activity A is given by Eq. 2.1:

A=0cxD*x Nrx fp (2.1)
where,
o is the reaction cross section
® is the total beam flux
Nr is the number of target-nuclei in the sample
fB is the correction factor for the activated nuclei decay during the irradiation

By measuring the activity of the sample and considering that two of the these
three quantities, N, ® and o, are known, the remaining one can be determined.

Although the initial idea of the method seems straightforward, in fact there are
several factors that have to be taken into account in actual applications of this method.
These are mainly related to the induced counting statistics, the purity of the recorded
spectrum, the interfering reactions and the possible overlapping of the decay energies.
Some of these factors are discussed below.

First of all, it has to be mentioned that the applicability of the activation technique
depends on the decay parameters of the product-nuclei. For example, the method
cannot be implemented when the half-life of the isotope is too long (>> year) or
too short (<< min). In particular, the long half-lives result in slow emission rates.
This means that extremely long irradiation times are needed along with long activity
measurements in order to measure an adequate counting statistics. On the other
hand, isotopes with too short half-lives decay rapidly and the core activity is often
too low to be measured. In addition, the intensity of the emitted radiation plays a
major role, since the higher this is, the higher statistics in the measured activity will
be obtained. In cases that the intensity is too low (< 1 %), the radiation emission
rate is very often below the detection limit.

Special care is needed in these cases that multiple isotopes of the same element
or contaminants, that are present in the sample, lead to the production of the
same product-nucleus through different reactions. These are the so-called interfering
reactions. In some cases, interfering reactions hinder the application of the activation
technique. In other cases, activation technique can still be applied if the contribution
of the interfering reactions to the total measured activity can be estimated. A



similar constrain exists when there are nuclear reactions that result in the emission
of radiation with energy close enough to the decay energy of interest. In these cases,
the available experimental resolution may not be good enough to resolve the two
different decay mechanisms. As previously, the activation technique can be applied
when the correction factor for the interfering activity can be safely estimated. In
general, the possibility that these kind of interferences are present increases with the
number of isotopes that are present in the sample. In addition, the samples must be
well prepared, stored and handled so as to avoid any external contamination [44].

However, the impact of the above mentioned constraints varies depending on the
experimental conditions, such as the accelerator facility and the detection system. For
instance, a high beam intensity may compensate for the low intensity of the emitted
particles or the too long half-life.

The general equation for the deduction of the reaction cross section by means of
this method is the following:

. counts x C
Pk Npskex [ xe Mo s« (1 — e M) x fp

(2.2)

o

where,
counts are the recorded counts in the experimental spectrum

C' is the correction factor of the recorded activity including e.g. self-attenuation
corrections, coincidence-summing effect corrections, dead-time corrections

® is the total beam flux
N7 is the number of target-nuclei in the sample
I is the intensity of the emitted radiation

e is the efficiency of the detector at the energy of the emitted radiation for the
geometry of measurement

t,, is the activity measurement time

t,, is the “waiting time” between the end of the irradiation and the start of the
measurement

fB is the correction factor for the decay of the product-nuclei during the irradiation
time.

Eq. 2.2 is the standard formula of activation technique, which is based on the
assumption that the nuclear reaction under study populates only the ground state
of the product-nucleus or the population of isomeric states is negligible or it can be
ignored due to their short half-lives in comparison with the ground state half-life. In
Appendix B its mathematical proof is given.

The fp factor is given by Eq. 2.3:

[ ) = eMat
, ke T
Jy f(t)at

9

fs= (2.3)




where,

f(t) is the beam flux at a moment t

A is the decay constant of the product-nucleus
tirr 1s the total irradiation time

In the present experiments, during the irradiations the neutron flux f(¢) and/or
the deuteron beam intensity were recorded and integrated for regular time periods,
At, through a multichannel scaler (MCS), as it is discussed in Section 3.6. For each
irradiation the MCS output was processed through a computer code developed in Cy+
language for the determination of the fp factor. The code, as well as the equations
through which the fp factor is obtained for constant flux are given in Appendix C.

However, there are cases that an isomeric state is also populated and decays to
the ground state. When the ground and the isomeric states have similar half-lives,
the possible population of the ground state from the isomeric state has to be taken
into account in the calculations. The formula through which the cross section of the
ground state is determined when the population from the isomeric state is considered
in all the involved time intervals: irradiation time, “waiting time” and measurement
time, is given in Eq. 2.4. The mathematical proof of Eq. 2.4 and its full explanation
are given in Appendix D.

o counts,Cy _ (2.4)
Y DNpey e ot (1 — e Hotm)
1y T (e miw (1me=dmim )X et (1~ Natm)

fc
onl 5 ) )

In Eq. 2.4 the terms counts, C, I, €, X\ and ¢ have the same meaning as previously:
the index g refers to the ground state, whereas the index m refers to the isomeric state.

The minuend in Eq. 2.4 is the formula through which the cross section is
determined in the absence the isomeric state or when its contribution is negligible.
Through the subtrahend the needed correction for the ground state population from
the isomeric state is taken into account.

The factor fg is identical to the fp factor, but fy refers to the ground state,
whereas fp refers to the isomeric state.

Through the fp factor the needed correction is taken into account for the decay
of the isomeric state during irradiation:

fg”r f(t) * ermtdt .
foti'rr f(t)dt

The fj factor corrects for the decay of the ground state during irradiation:

ti'rr
ﬁ:L;T”@Wngm
Jo f(t)at

fp= e Ambirr (2.5)

(2.6)
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Eq. 2.6 corrects only for the nuclei that were produced directly from the induced
reaction. For the nuclei that were populated from the isomeric state, the correction
for the decay during irradiation is taken into account via Eq. 2.7:

tirr tirr —
f() f(t)e)\gtdte—/\gtim« - fO f(t)e(Ag )\m)tdte—)\gtim«
tirr tirr
Jom f(t)dt Jo " f(t)at
As previously, a C++ code has been developed for the calculation of the fo factor
so as to take into account the fluctuations in the neutron flux. The code, as well as

the equation through which the f factor is calculated for constant flux are presented
in Appendix E

fo = (2.7)

2.4 Decay schemes of the product-nuclei
e the '2Er(n,2n)'* Er reaction

The ' Er isotope, produced through the '%2Er(n,2n)"* Er reaction, has an isomeric
state (J™ = 1—21_) at 397 keV excitation energy which decays to the ground state of
61Ky via 100% Isomeric Transition (IT) with a half-life which is equal to 7.5 us. The
ground state (J™ = 27) decays to ''Ho via 100% ¢ (EC+3") with a half-life which is
equal to 3.21 h. Due to the short half-life of the isomeric state the population of the
ground state from this state is negligible, and consequently, the total cross section of
the '92Er(n,2n) "' Er reaction is calculated by measuring the total induced activity of
the 1 Er ground state (Eq. 2.2). The decay scheme of *'Er is quite complicated.
A simplified decay scheme is presented in Figure 2.5. As can be seen in this Figure,

among the emitted ~-rays the one of 826.6 keV has the highest intensity, I=64 % [45].
e the %Dy(n,2n)'*’ Dy reaction

The '*°Dy product-nucleus, produced by the **Dy(n,2n) reaction channel, has an
isomeric state (J© = 11 7) excited at 234.3 keV with a very short half-life (6 ps). The
isomeric state decays to the ground state of **Dy via 100% IT. The Dy ground
state (J™ = 27) decays to "Tb via 100% e (EC+3") with a half-life of 9.9 h. As
in the case of the 2Er(n,2n)'"* Er reaction the population of the isomeric state is
negligible, and consequently, the total cross section of the 156Dy(n,2n)155Dy reaction
is determined by measuring the total induced activity of the *Dy ground state (Eq.
2.2). The decay scheme of %Dy is also quite complicated. A simplified decay scheme
is presented in Figure 2.6. As can be seen in this Figure, the stronger transition is
the one of 226.9 keV with intensity 1=68.7 %. The remaining ones have much lower
intensities [46].
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Figure 2.5: A simplified representation of the decay scheme of '®'Er. Taken from
Ref. [45].
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Figure 2.6: A simplified representation of the decay scheme of *Dy. Taken from
Ref. [46].

e the Ho(n,2n)"*"Ho reaction

As has been mentioned, the (n,2n) channel of the ®Ho isotope populates two
states of the product-nucleus **Ho: the ground state with spin J* = 1% and an
isomeric state, excited at 139.8 keV, with spin J®™ = 67. In Figure 2.7 a simplified
outline of the population and decay of the '*Ho isotope is presented. The Figure
indicates that the isomeric state decays via 100% IT to the ground state. The ground
state decays either to %Dy via 60% e (EC+3") or to '*Er via 40% 8~ [47].

The ground and the isomeric states have similar half-lives: T{, = 28.8 min
and T’l% = 36.6 min, respectively. Due to this, the population of the ground state
from the decay of the isomeric state has to be taken into account. Accordingly, for
the determination of the cross section of the '®*Ho(n,2n)'**Ho? reaction a different
mathematical approach is adopted (see Eq. 2.4). The %Ho(n,2n)'**Ho™ reaction
cross section was calculated via the standard formula of activation technique (Eq.
2.2).

In the Isomeric Transition decay mode, which was mentioned above, the nucleus
de-excites without changing its atomic and mass number. In this mode the
de-excitation is performed via y-emission which competes with the internal conversion
process. In internal conversion the nucleus interacts electromagnetically with the
electrons of the inner atomic shells which are ejected by the atom. Prerequisite for
this is that the nucleus excitation energy is higher than the ejected electrons binding
energy. The “holes” formed are filled by electrons of the higher states with the
simultaneous emission of characteristic X-rays [48].

In Table 2.2 the product-nuclei decay parameters, which were used for the cross
section calculations, are summarized.
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Figure 2.7: A simplified representation of the population and decay of %*Ho. Taken
from Ref. [49]

Table 2.2: Decay properties of the product-nuclei.

Nuclear Product-nucleus Decay mode Half-life y-ray Intensity
reaction energy (keV) per decay (%)
162Fr(n,2n) """ Er 161Ey [45) 100% & (3.21 + 0.03) h 826.6 64 + 4
156Dy (n,2n)"*° Dy 155Dy [46] 100% e (994 02)h 226.9 68.7 + 1.6
165Ho(n,2n) ' Ho™ | 164Ho™ [47] 100% IT  (36.6 = 0.3) min 37.3 114+ 0.7
165 o(n,2n) % Ho? 164Ho9 [47) 60% ¢ (28.8 + 0.5) min 73.4 1.88 + 0.21
40% S~ (28.8 £ 0.5) min 91.4 23403
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2.5 Neutron flux

The neutron flux was determined by means of the activation technique. For this
reason, in each irradiation the sample (Er, Dy or Ho) was placed between monitor
foils (Au, Al, Nb) of equal diameter. For these foils a reference reaction was used as
standard for the determination of the neutron flux.

2.5.1 Reference reactions

In general, any reaction whose the excitation function is accurately known through
multiple experimental and theoretical investigations can serve as reference reaction.
Given that the reaction cross section is known for the energy region of interest, the
neutron flux ® can be determined by applying Eq. 2.2.

Through the neutron beam irradiation of the Al, Au and Nb foils, the
2TAl(n, a)?*Na, 97Au(n,2n)'®Au and ®*Nb(n,2n)”Nb™ reactions are induced. In
Figure 2.8 the reference reactions cross sections, obtained from the IRDFF-1.05
standardized evaluated cross section library [50], are presented.

0 014-(@ - IRDFF-1.05 library 0 2_\,);(b) ----- IRDFF-1.05 library
S 012 b F
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Figure 2.8: The IRDFF-1.05 library [50] for the reference reactions: (a)
2TAl(n, a)*Na, (b) 7Au(n,2n)"*°Au and (¢) %*Nb(n,2n)”’Nb™.

The decay schemes of the reference foils product-nuclei are illustrated in Figures
2.9-2.11 and the decay properties are summarized in Table 2.3. In the Table only the
~-rays of interest are mentioned.
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Figure 2.11: A representation of the decay scheme of ?Nb™ (taken from Ref. [53]).

Table 2.3: Decay properties of the reference reactions product-nuclei. In the Table
only the v-rays used in the analysis are mentioned.

Reference Nuclear | Product-nucleus Decay mode Half-life y-ray Intensity
Reaction energy (keV) per decay (%)
2TAl(n, a)*'Na %Na [51] 100% B~ (14.997 £+ 0.012) h 1368.6 99.9936 £ 0.0015
197 Au(n, 2n) 1% Au 196 Au [52] 93% ¢ (6.1669 £ 0.0006) d 355.7 87
333.0 229+ 0.9
9Nb(n, 2n)”2Nb™ 92Nb™ [53] 100% e (10.15 £ 0.02) d 934.4 99.15
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Chapter 3

Experimental set-up

This chapter deals with the concept of the experimental set-up: the irradiations and
the activity measurements.

3.1 Irradiations at the N.C.S.R. “Demokritos”
facility

The irradiations were performed at the 5.5 MV Tandem Van de Graaff accelerator
of the Institute of Nuclear and Particle Physics at the National Center for Scientific
Research (N.C.S.R.) “Demokritos”, Athens, Greece [54]. The neutron beams were
produced via the 2H(d,n)*He (DD) reaction (Q-value=3.27 MeV) and the *H(d,n)*He
(DT) reaction (Q-value=17.59 MeV). The neutron beams between 10-11.3 MeV were
produced through the DD reaction, whereas for the higher energies between 17-20
MeV, the DT reaction was used on account of its higher Q-value.
In the following two Sections the set-up of the irradiations is described.

3.1.1 The Dy gas cell

The primary target in the DD reaction consists of a Dy gas cell of 3.7 cm length. A Mo
foil of 5 pum thickness is used as entrance foil and a 0.02 ¢cm thick Pt foil as the beam
stop. In Figure 3.1 a simplified representation of the gas cell is depicted, whereas in
Figures 3.2 and 3.3 a lateral and a front picture of the Dy gas cell are presented. In
Figure 3.3 the ring-shaped holder of the samples is also depicted. In order to avoid
the temperature increase the Dy gas target was cooled during the irradiations via an
air jet [55].
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Mo foil: 5 ym Pt foil: 0.02 cm

Figure 3.1:

A simplified representation of the D, gas cell configuration at the
accelerator laboratory of “Demokritos” (not in scale).

Figure 3.2: The lateral view of the Dy gas cell at the accelerator
“Demokritos”.

facility of

Figure 3.3: The front view of the Dy gas cell at the accelerator facility of “Demokritos”
along with the ring-shaped holder.
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3.1.2 The Ti-tritiated target

For the DT reaction, a 2.1 mg/cm? Ti-tritiated target (TiT) was used lying on an 1
mm thick Cu foil. Tritium activity had a nominal value of 373 GBq at the 14" of
June 2007, whereas the ratio of Tritium to Titanium nuclei was 1.543. Two Mo foils
of 5 pum thickness each are utilized so as decrease the energy of the deuteron beam
to the desired energy which will induce the DT reaction. In any case, the energy
of the deuteron beam before impinging on the Mo foils have to be higher than 2.5
MeV for which the transmission efficiency of the accelerator is in tolerable levels. A
simplified outline of the configuration is depicted in Figure 3.4, whereas in Figure 3.5

a picture of the target is presented. The target was air-cooled during the irradiations
to minimize the effect of heating.

Ti-tritiated target:

0.0115 mm
deuteron beam %
2 Mo folis: 10 pm Cu foil: 1 mm

Figure 3.4: A simplified representation of the Ti-tritiated target at the accelerator
laboratory of “Demokritos” (not in scale).

Figure 3.5: The Ti-tritiated target at the accelerator facility of “Demokritos”.
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3.2 The samples

In the present study pellets of 13 mm diameter were used. The Er pellets were 2 mm
thick, the Dy pellets were 0.9 and 0.8 mm thick and the Ho pellets were 1 mm thick.

The Er and Ho pellets were formed from the Er,O3 and Ho, O3 oxides, respectively.
In both cases the oxides were mixed with cellulose powder in order to enhance the
mechanical stability of the pellets. The cellulose consisted the 10% of the total mass
of the pellets. The Dy pellets consisted of the Dy element.

The Ho element has only one stable isotope (1%Ho) with 100% abundance. The
Er and Dy elements consist of many stable isotopes given in Table 3.1 along with the
abundances in the natural composition (Ref. [56]). As can be seen in these Tables,
162y and Dy are the lightest stable isotopes with minor abundance, 0.139% and
0.056% respectively.

The number of nuclei of a particular isotope in the samples, when the samples are
formed either from an element or a chemical compound, is calculated as following:

Nr = abundance x N * % * N (3.1)

where abundance is the natural abundance of the isotope and N is the number of
nuclei in the chemical compound (in case of an element N=1). The term m stands
for the mass of the chemical compound or the element in the sample and W stands
for the molecular weight (or the atomic weight in case of an element). The N4 term
is the Avogadro number (6.022E+023).

Table 3.1: The stable isotopes of the (a) Er element and (b) Dy element along with the
respective natural abundances [56].

(a) Er Isotopes | Natural abundance (%)
162y 0.139 £ 0.005
164y 1.601 £+ 0.003
166y 33.503 £ 0.036
167y 22.869 + 0.009
168y 26.978 + 0.018
10y 14.910 £+ 0.036

(b) Dy Isotopes | Natural abundance (%)
156Dy 0.056 £+ 0.003
158Dy 0.095 £ 0.003
160y 2.329 + 0.018
161Dy 18.889 + 0.042
162y 25.475 + 0.036
163Dy 24.896 + 0.042
164y 28.260 + 0.054
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3.3 Irradiations set-up

The samples and the reference foils were placed in front of the primary target (the
optimum samples-primary target distance is discussed in Section 3.4). The reference
foils were placed on the two sides of the samples (“sandwich structure”). A simplified
outline of the irradiations configuration is depicted in Figure 3.6.

neutron

deuteron W
beam _ - >
E primary ——

target >

?

1st-front foil
2"-back foil

Figure 3.6: A simplified representation of the irradiation configuration of the samples
and the primary targets (not in scale).

The masses of the samples and the reference foils that were used in each irradiation
are summarized in Table 3.2.

3.4 Neutron beam energy distribution

In Figure 3.7 the differential cross sections of the DD and DT reactions are presented
along with the kinematic curves of the emitted neutrons, at indicated deuteron
beam energies close to the adopted ones. These data were obtained from Ref. [57]
and they correspond to deuteron beam energies at 7.5 MeV for the DD reaction
(Figure 3.7(a)) and 3 MeV for the DT reaction (Figure 3.7(b)). Calculations of the
angular distribution of the emitted neutrons were also performed for different beam
deuteron energies via the relativistic kinematics program CATKIN [58]. The results
are illustrated in Figure 3.8.
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Table 3.2: The masses of the samples and the reference foils used in each irradiation
along with the deuteron beam energy (E;) and the distance of the samples with
respect to the primary target (¢) for (a) the '62Er(n,2n)'®'Er reaction, (b) the
156Dy (n,2n) "’ Dy reaction and (c) the %Ho(n,2n)'**Ho reaction.

E; MeV) ¢ (mm) | 1% front-foil (g) 2" front-foil (g) sample (g) 1% back-foil (g) 2"? back-foil (g)
(a) '2Er(n,2n) " Er
7.36 70 0.6787 (Au) 0.1853 (Al) 0.0944 0.1879 (A]) 0.3375 (Nb)
8.17 70 1.5113 (Au) 0.1913 (Al) 0.9944 0.2215 (Al) 1.4369 (Au)
8.47 70 0.3002 (Nb) 0.2203 (Al) 1.0597 0.2213 (Al) 0.3022 (Nb)
2.50 20 0.6791(Au) 0.2207 (Al) 1.0597 0.2210 (Al) 1.4374 (Au)
3.00 20 0.6466 (Au) 0.1808 (Al) 0.9944 0.1817 (Al) 0.6548 (Au)
3.55 20 0.3026 (Nb) 0.1662 (Al) 1.0597 0.1918 (Al) 0.3375 (Nb)
(b) "Dy (n,2n) "Dy
2.19 23 0.6669 (Au) 0.1308 (Al) 1.0596 0.1029 (Al) 0.6779 (Au)
2.97 23 0.6805 (Au) 0.1821 (Al) 1.0849 0.2074 (Al) 0.6535 (Au)
3.51 24 0.6456 (Au) 0.1920 (Al) 0.8376 0.2015 (Al) 1.5109 (Au)
(¢) 5 Ho(n,2n) """ Ho
7.23 70 0.6677 (Au) 0.5612 0.6462 (Au)
7.54 71 1.4392 (Au) 0.2077 (Al) 0.5456 0.1930 (Al) 1.5118 (Au)
7.84 72 0.6549 (Au) 0.1670 (Al) 0.5120 0.1930 (Al) 0.6809 (Au)
2.49 25 0.6460 (Au) 0.1925 (Al) 0.5612 0.1921 (Al) 0.6536 (Au)
2.97 25 0.6672 (Au) 0.2013 (Al) 0.5456 0.2204 (Al) 0.6788 (Au)
3.51 25 0.6807 (Au) 0.1915 (Al) 0.5120 0.2209 (Al) 1.4372 (Au)
3.95 25 0.1669 (Al) 0.5338 0.181 (Al)
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Figure 3.7: The differential cross section (black color) and the emitted neutrons energy
(red colour) in the laboratory system for (a) the DD reaction (7.5 MeV deuteron beam
energy) and (b) the DT reaction (3 MeV deuteron beam energy).
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Figure 3.8: The kinematics of emitted neutrons, as resulting from CATKIN program

for (a) the DD reaction (7.23, 7.84 and 8.17 MeV deuteron beam energies) and (b)
the DT reaction (2.49, 2.97, 3.51 and 3.95 MeV deuteron beam energies).

The energy distribution of the neutron beams produced at “Demokritos” depends
on the geometrical characteristics of the irradiation setup. Specifically, it depends on
the angle with respect to the primary deuteron beam, as well as on the solid angle
covered. Taking into account the primary-targets configuration in NEUSDESC [59],
it resulted that for ~ 7 cm distance from the center of the D, gas cell and ~ 2
cm from the Ti-tritiated target the angular acceptance of the beams corresponds to
quasi-monoenergetic neutron beams.

3.4.1 The NEUSDESC code

The NEUSDESC code was developed at JRC, Belgium. Through this the neutron
energy spectra of the following reactions can be calculated using relativistic kinematics

[60,61]:
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e 2H(d,pn)’H

Due to the fact that the primary beam consists of charged particles the energy
loss inside the primary target must be included in the calculations. This is achieved
by dividing the primary target into 100 slices and adopting the stopping powers from
Refs. [62] and [63].

NEUSDESC disposes the option of including calculations with the SRIM-2008
software package [64]. By activating this option Monte Carlo simulations are
performed through SRIM-2008 for the energy loss calculations and the angular and
energy straggling of the primary beam is taken into account.

In Figure 3.9 an outline of the needed input information of NEUSDESC is
presented. To this outline the values related to the targets characteristics have been
included. The deuterons energy and the distance of the samples with respect to
primary targets vary in different irradiations.

NEUSDESC
INPUT

D(d,n)*He (gas target) T(d,n)*He (TiT target)
*Deuteron Energy (keV) *Deuteron Energy (keV)
* Gas pressure (kPa): 1250 - Target thickness: 2123 pm/cm?
*Gas length (mm): 37 « TITi ratio: 1.543
* Entrance foil material: Molybdenum « Entrance foil material: Molybdenum
* Entrance foil thickness: 5000 nm « Entrance foil thicknes: 10000 nm
*Angle: 0° *Angle: 0°
*Distance (mm) *Distance (mm)
* Detector/sample radius (mm): 6.5 « Detector/sample radius (mm): 6.5

Figure 3.9: An outline of the inputs that must be defined in NEUSDESC.

In Figure 3.10 the neutron beam energy distributions are presented, as resulting
from NEUSDESC by enabling the SRIM-2008 stopping power calculations. The first
five Figures (a), (b), (c¢), (d) and (e) correspond to the neutron beams produced by
the DD reaction for E4=7.23, 7.54, 7.84 MeV, 8.17 MeV and 8.47 MeV deuteron beam
energies, respectively, and for primary target to samples distance ~ 70 mm. The last
four Figures (f), (g), (h) and (i) correspond to the neutron beams produced by the DT
reaction for E4=2.49, 2.97, 3.51 and 3.95 MeV, respectively, and for primary target
to samples distance 25 mm.
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Figure 3.10: The neutron beam energy distribution spectra resulting from

NEUSDESC code taking into account the irradiation set-up for each deuteron beam

energy.

Taking into account Figure 3.10, the respective neutron beam energies and their
uncertainties were calculated as the average energy and the FWHM of the neutron

beam energy distributions. The results are summarized in Table 3.3.
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Table 3.3: The neutron beam energies and their uncertainties as resulting for
NEUSDESC code.

Deuteron beam | Neutron beam Neutron beam energy
energy (MeV) | energy (MeV)  uncertainty (MeV)
g 7.23 10.1 0.1
< 7.54 10.4 0.1
= 7.84 10.7 0.1
2 8.17 11.0 0.1
8.47 11.3 0.1
£ 2.49 17.1 0.3
g 2.97 18.1 0.2
i 3.51 19.0 0.2
A 3.95 19.6 0.2

3.5 GEANT4 simulation of the neutron beam

The neutron beam energy distributions have also been calculated through Monte
Carlo simulations with the GEANT4 toolkit [4]. In these simulations the production
of neutrons was performed through the simulation of the DD and DT reactions.
The structure of the targets was also taken into account by simulating the Dy gas
and the Ti-tritiated materials along with the full geometry of each target assembly
as described in Sections 3.1.1 and 3.1.2. In addition, the deuteron beam line was
simulated in detail by including the last two collimators at 43.2 cm and 45 cm distance
from the targets.

In Appendices F and G the GEANT4 geometry files are given. The visualization
of the GEANT4 geometries (DAWN [65]) are presented in Figures. 3.11 and 3.12.

For the simulation of the physics interactions the QGSP_BIC_ A11HP Physics List
of GEANT4 was used [66]. This is suitable for hadronic interactions below 200 MeV
and, in addition, it is a high precision model for the neutron transport below 20 MeV
up to thermal energies.

In Figure 3.13 the comparison of the neutron beam energy distributions as
resulting from the NEUSDESC and GEANT4 codes can be seen for the deuteron
beam energies of 7.23, 7.84, 2.49, 2.97, 3.51 and 3.95 MeV. The results of the two
calculations are consistent.
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VVolumes

*gray outline: deuteron beam line
(stainless steel)

* yellow outline: collimators (Ta)

I * purple outline: entrance foil (Mo)

* red outline: D2 gas
*cyan outline: beam stop foil (Pt)

*magenta outline: sample

Figure 3.11: The GEANT4 visualization of the deuteron beam line and the Dy gas
target in the accelerator facility at “Demokritos”, using the DAWN visualization
driver.
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*gray outline: deuteron beam line (stainless steel)

* yellow outline: collimators (Ta)

* green outline: entrance foils (Mo)

* red outline: TiT target

| ‘ * black outline: TiT target housing (Al)

*cyan outline: target backing foil (Cu)

*magenta outline: sample

Figure 3.12: The GEANT4 visualization of the deuteron beam line and the TiT target
in the accelerator facility at “Demokritos”, using the DAWN visualization driver.
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Figure 3.13: The comparison of the neutron beam energy distributions as resulting
from the NEUSDESC and GEANT4 codes for the deuteron beams of (a) 7.23 MeV,
(b) 7.84 MeV, (c) 2.49 MeV, (d) 2.97 MeV, (e) 3.51 MeV and (f) 3.95 MeV.
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3.6 Neutron beam intensity fluctuations

In spite of the fact that the total beam flux impinging on the samples is calculated
using reference reactions, the neutron monitoring is very important as it provides the
information about the beam intensity fluctuations during the irradiation time. In
the framework of the present experiments a BF3 neutron detector was used so as to
record the beam fluctuations of each irradiation in the form of a multichannel scaler
file.

BF3 detector is a gas-proportional counter. Its principle of operation is based
on the detection of the a-particles and the "Li isotopes which are produced, when
neutrons interact with B of the BF3 gas (Boron-Trifluoride). In reality, the "Li
product-nucleus can be left either at the ground (6 % of the reactions) or at an
isomeric state at 0.48 MeV excitation energy (94 % of the reactions):

i. B4+ n — o+7Li, Q=2.79 MeV
ii. 'B+4+n — a+"Li*, Q=2.31 MeV

9B constitutes approximately the 20% of the natural B. The remaining 80% is ''B.
Therefore, the counter is enriched with 1°B and its intrinsic efficiency is increased.
In Figure 3.14 the experimental data [17] and the results of the ENDF/B-VIIL.0
evaluated library [39] for the °B(n,a)"Li reaction cross section are illustrated. As
can be seen, the lower the neutron energy is, the higher the cross section is. The
latter decreases very rapidly as the neutrons energy increases, approximately with

the reciprocal of the neutron velocity (—). On account of this, during the irradiations

the BF3 detector was placed inside a paraffin cylindrical configuration, which was
used as neutron moderator.

™ 10° - EXFOR database
S o —— ENDF/B-VIII.O library
©
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Figure 3.14: The experimental cross section data of the °B(n,a)"Li reaction, as
presented at the EXFOR database [17], along with the ENDF/B-VIIL.O library [39].

In general, BF3 detectors are used as counters. By looking at the excitation
function of the *B(n,«) reaction, we can conclude that most of the detected neutrons
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are low energy neutrons. As a result, their energy is much lower than the released
energy of “Li and « particles. This is one of the reasons that BF3 detectors cannot
be used for the determination of the neutrons energy. Additionally, the BF3 detector
could be used only as counter during irradiations at “Demokritos”, since the neutrons
were moderated through the paraffin and therefore, the initial information on the
neutrons energy was lost.

The BF3 detector was placed at a distance of 2 cm and at an angle of 20° with
respect to the Dy gas and TiT targets. Apparently, apart from the neutron beam, the
detector also detects parasitic neutrons. The latter mainly originate from the break-up
reactions and the scattering of neutrons with the surrounding area. Any fluctuations
of the detected neutrons is mainly attributed to corresponding fluctuations of the
deuteron beam. For this reason, the deuteron beam intensity was also recorded
during the irradiations.

The information of the neutron beam fluctuations is essential in order to determine
the correction factors for the activated nuclei decay during irradiations (Eq. 2.3 and
2.7), as discussed in Section 2.3.
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3.7 Activity measurements

The activity measurements of the samples and the reference foils were performed using
HPGe detectors due to the superior energy resolution they provide in comparison
with other types of y-ray detectors. In particular, for the present study seven HPGe
detectors were used:

e two 100% rel. efficiency HPGe detectors of the Institute of Nuclear and Particle
Physics at N.C.S.R. “Demokritos”.

e two 16% rel. efficiency HPGe detectors of the Institute of Nuclear and Particle
Physics at N.C.S.R. “Demokritos”.

e one 50% rel. efficiency Broad Energy HPGe detector of the Environmental
Radioactivity Monitoring Department of Greek Atomic Energy Commission.

e one 80% rel. efficiency HPGe detector of the Institute of Nuclear
and Radiological Sciences, Technology, Energy and Safety at N.C.S.R.
“Demokritos”.

e one 40% rel. efficiency HPGe detector of the Institute of Nuclear
and Radiological Sciences, Technology, Energy and Safety at N.C.S.R.
“Demokritos”.

In Table 3.4 can be seen the correspondence between the samples and the detectors
which were used for their activity measurements. In the Table the distance of the
samples to the detector window, ¢, is also referred.

Table 3.4: The HPGe detectors that were used for the activity measurements of the
samples along with the distance of the samples to the detector window, /.

detector ¢ (cm)
Er samples | 2x100% rel. efficiency BE HPGe 1.1
reference foils | two 16% rel. efficiency HPGe 7.0
Dy samples 80% rel. efficiency HPGe 1.0

reference foils 40% rel. efficiency HPGe 7.3-11.1

Ho samples 50% rel. efficiency BE HPGe 0.15
reference foils 80% rel. efficiency HPGe 1.0

In case of the '%2Er(n,2n) "' Er reaction study, the Er samples were placed between
the two 100% rel. efficiency HPGe detectors at 1.1 cm distance from the window of
each one of them. Through the close detection geometry the maximum solid angle (&
47) for the detection of y-rays was covered. For the determination of the efficiency of
the detection system at this geometry for the y-rays at 826.6 keV (emitted by 1'Er)
a ®Mn [67] point source was used. The advantage of this source is that >*Mn emits
only one y-ray at 834.8 keV, which is very close to the 826.6 keV.
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The reference foils were placed at 7 cm distance from the detector window: the
first 16% rel. efficiency HPGe detector was used at the low neutron energy irradiations
(10.7-11.3 MeV) and the second at the high neutron energy irradiations (17.1-19.6
MeV). The detection efficiency at this distance was determined using a '*Eu [68]
point source.

The efficiency calibration of the detectors used in the study of the 62Er(n,2n)"*' Er
reaction has been discussed extensively in Refs. [69]- [71]. For this reason, within
the present thesis the discussion will be limited on the efficiency calibration of the
detection systems used in *Dy(n,2n)"*’Dy and '*Ho(n,2n)"**Ho reaction studies.

3.7.1 GEANT4 characterization of the HPGe detectors

The response of each one of the detectors was simulated through the GEANT4 code.
Initially, the geometrical characteristics (crystal dimensions, dead layer thickness,
gap: distance from the crystal to the detector window, borehole) as provided by
the manufacturer were utilized in the simulations to construct the detectors model.
Afterwards, the detector geometrical characteristics were slightly modified so as to
reproduce the experimentally deduced efficiency and counting rate data.

The tuning of the detector geometry is a common practice in the detector
simulations and there are two main reasons for this. Firstly, there is an uncertainty
regarding the actual dimensions coming from e.g. the mounting of the crystal in the
detector housing or the change of the Ge active volume over the years (dead-layer
increase). The other reason is the incomplete charge collection phenomenon during
the real measurements, which has as a result the decrease of the experimental
efficiency [72,73].

As mentioned above, the GEANT4 characterization of the detectors was
performed so that the experimental efficiencies and counting rates are reproduced.
The counting rates were preferred against the efficiency data as a criterion for the
detectors simulation at close detection geometries. The reason is that at close
geometries the decay scheme of the isotopes affects the y-rays detection, on account
of the coincidence-summing effect which becomes important when close detection
geometries are considered along with multi-photon decays (y-ray multiplicity > 1).
The difference between the terms efficiency and counting rate, as well as the formula
through which they are calculated are described in Appendix H.

During the calibration procedures various calibration sources were used in different
source to detector distances for the experimental determination of the full energy
peak efficiency for different ~-ray energies. In this way, the performance of the
GEANT4 simulations could be benchmarked for different photon energies and for
different source to detector distances.

3.7.2 The 50% rel. efficiency BE HPGe detector

The 50% rel. efficiency BE HPGe detector was selected for the measurements of the
low energy photons (<100 keV) coming from '®*Ho due its ability to detect photons
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Figure 3.15: Comparison of the experimental efficiencies and counting rates obtained
for the 50% rel. efficiency BE HPGe detector with the GEANT4 MC simulations. In
Figures 3.15(a) and (b) the efficiencies at 20 and 11.4 cm distance from the detector
window are, respectively, presented. Figure 3.15(c) corresponds to the counting rates
of the v-rays of the simulated isotopes at 0.4 cm distance from the detector window.
Figure 3.15(d) depicts the counting rates of the «-rays of the simulated isotopes as
resulting using a filter with extended geometry at 0.8 cm distance from the detector
window.

from the MeV region down to 3 keV. This type of detectors combines carbon fiber
detector window along with minimum Ge crystal dead layer (a few pm).

For the efficiency calibration of the 50% rel. efficiency BE HPGe detector the
following calibration point sources were used: °Co [74], 37Cs [75], 13*Ba [76] and
24LAm [77] at distances of 20, 11.4 and 0.4 cm. Moreover, a filter with evaporated
metallic salts of %°Co [74], ¥"Cs [75], 2! Am [77] and 2'°Pb [78] was utilized. The
filter had an extended geometry of 4.5 cm in diameter, whereas its thickness was 1
pm. It was placed at a distance of 0.8 cm from the detector window. In short source
to detector distances (0.4 cm and 0.8 cm) the simulation results were compared to the
experimental data in terms of the counting rate and not in terms of the efficiency due
to the fact that at short distances the coincidence-summing effect becomes important.

In Figure 3.15 the experimental efficiency and counting rate data are illustrated
in comparison with the respective results of the simulations for the 50% rel. efficiency
BE HPGe detector. In Figures 3.15(a) and (b) the simulation results are presented
with a solid line as the graphs present the detector efficiency at the corresponding
geometries. On the other hand, Figures 3.15(c) and (d) correspond to the counting
rates of the full-energy peaks including coincidence-summing effects. Therefore, the
simulation results are depicted with points.

In the GEANT4 simulations either the emission of one specific y-ray with isotropic
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distribution (“mono-energetic” emission) or the full decay scheme of the isotopes of
interest were defined. For the long source to detector distances (20 and 11.4 ¢cm) the
“mono-energetic” emission was sufficient but for the short ones (0.4 and 0.8 cm) the
decay schemes of the isotopes should be included in the simulations so as to calculate
the counting rate data including coincidence-summing effect.

3.7.3 The 80% and 40% rel. efficiency HPGe detectors

For the characterization of the 80% and 40% rel. efficiency HPGe detectors an %2Eu
[68] calibration point source was used for different source to detector distances: 24.1,
23.9, 12.3, 11.8, 3.1, 2.9, 1.3 and 0.9 cm for the 80% rel. efficiency HPGe detector
and at 21.1, 11.1 , 7.3 and 4.3 cm for the 40% rel. efficiency HPGe detector. In the
simulations, as previously, the “mono-energetic” emission of the y-rays was adequate
for the long distances (24.1, 23.9, 12.3, 11.8 c¢cm for the 80% rel. efficiency HPGe
detector and 21.1, 11.1 and 7.3 cm for the 40% rel. efficiency HPGe detector). On
the other hand, the full decay scheme of the %2Eu isotope was adopted for the short
distances (3.1, 2.9, 1.3 and 0.9 cm for the 80% rel. efficiency HPGe detector and
4.3 cm for the 40% relative efficiency HPGe detector), so as to take into account the
coincidence-summing effect and calculate the corresponding counting rates.

In Figures 3.16 and 3.17 the experimental efficiency and counting rate data are
illustrated in comparison with the respective results of the simulations for the 80%
and 40% rel. efficiency HPGe detectors. As previously, Figures 3.16(a), (b), (c) and
(d), as well as Figures 3.17(a), (b) and (c) present the efficiency of the detectors in the
corresponding geometries. On the other hand, Figures 3.16(e), (f), (g) and (h) and
Figure 3.17(d) present the counting rates of *?Eu due to the coincidence-summing
effect.
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Figure 3.16: Comparison of the experimental efficiencies and counting rates obtained
for the 80% rel. efficiency HPGe detector with the GEANT4 MC simulations. In
Figures 3.16(a), (b), (c) and (d) the efficiencies at 24.1, 23.8, 12.3 and 11.8 cm distance
from the detector window are, respectively, presented. Figure 3.16 (e), (f), (g) and
(h) correspond to the counting rates of the y-rays of ?Eu at 3.1, 2.9, 1.3 and 0.9 cm
distance from the detector window.
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Figure 3.17: Comparison of the experimental efficiencies and counting rates obtained
for the 40% rel. efficiency HPGe detector with the GEANT4 MC simulations. In
Figures 3.17(a), (b) and (c) the efficiencies at 21.1, 11.1 and 7.3 cm distance from
the dtector window are, respectively, presented. Figure 3.17 (d) corresponds to the
counting rates of the y-rays of »?Eu at 4.3 cm distance from the detector window.
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Chapter 4

Data analysis

4.1 Efficiency calculations

The data analysis of the present work is based on the analysis of numerous spectra
obtained by different HPGe detectors. Each HPGe detector was fully characterized by
means of detailed GEANT4 Monte-Carlo simulations. The simulations were validated
through the comparison with experimentally deduced efficiency and counting rate
data. In this way, the GEANT4 codes could be utilized for the efficiency calculations
of the v-rays emitted by the samples and the reference foils after the irradiations.

4.1.1 Efficiency calculations for the 165Ho(n,21r1)164H0 reaction

study
4.1.1.1 Efficiency calculations for the Ho samples

The activity of the Ho samples was measured by means of the 50% rel. efficiency
BE HPGe detector. The samples were placed at 1.5 mm distance with respect to
the detector window. This short source to detector distance was adopted in order to
maximize the counting statistics against the low intensity of the recorded 7-rays (see
Table 2.2) and the self-attenuation phenomenon.

The close detection geometry causes limitations in the efficiency calculations
due to the coincidence-summing phenomenon which possibly affects the recorded
counting rate not only of the efficiency calibration, but also of the actual
measurement. Nevertheless, these issues were finally resolved through extensive
GEANT4 simulations as described in Section 3.7.1. For the efficiency calculations
at the decay energies of the samples, the actual dimensions and material of the
Ho samples (homogeneous mixture of Ho,O3 and cellulose) were specified in the
simulations. In this way, the correction of the self-attenuation phenomenon was
included in the efficiency calculations. The full-decay scheme of '*Ho was also
defined for the emission of the ~-rays. Therefore, the coincidence-summing photons
were also considered in the efficiency simulations. In other words, the precise
GEANT4 simulation of the detector response allowed the direct calculation of the
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detector efficiency at energy of the ~v-rays considering the self-attenuation and
coincidence-summing effects.

In Table 4.1 the efficiency of the detector at 1.5 mm distance for the decay energies
of 1%4Ho is presented, as resulting from GEANT4 simulations, when:

i) neither the Ho samples material (void samples considered) nor the **Ho decay
scheme are defined in the simulations

ii) the Ho samples material is defined in the simulations, but not the ®*Ho decay
scheme

iii) both the Ho samples material and the '®*Ho decay scheme are defined in the
simulations.

Table 4.1: The full energy peak efficiency of the 50% rel. efficiency BE HPGe detector
at 1.5 mm distance for the decay energies of ®4Ho, as resulting from the GEANT4
simulations, for the cases where: i) neither the Ho samples material nor the '*Ho
decay scheme is defined in the simulations, ii) the Ho samples material is defined in
the simulations, but not the ***Ho decay scheme and iii) both the Ho samples material
and the '®*Ho decay scheme are defined in the simulations.

efficiency without including efficiency including only efficiency including both
isotope y-ray (keV) self-attenuation and the self-attenuation effect self-attenuation and
coincidence-summing effects coincidence-summing effects
164Ho™ 37.3 0.365 0.082 0.064
164 o9 734 0.371 0.095 0.078
164 o9 91.4 0.363 0.146 0.150

The total uncertainty of the efficiency was 5%. This value was deduced by the
deviation of the simulation efficiencies and the counting rates of the low energy
~-rays (below 100 keV) of the calibration sources from the corresponding experimental
values.

As can be seen from Table 4.1 all three v-rays are highly attenuated. The
attenuation is higher for the lowest y-ray at 37.3 keV and lower for the highest ~-ray
at 91.4 keV.

As far as the coincidence-summing effect is considered, this is dominant for the
two ~v-rays at 37.3 and 73.4 keV, for which the detector efficiency is lower when the
decay schemes are included in the simulations.

4.1.1.2 Efficiency calculations for the reference foils

The reference foils activity was measured by means of the 80% rel. efficiency HPGe
detector at a distance of 1.0 cm with respect to the detector window. For the
efficiency calculations for the characteristic y-ray energies from the decay of the
reference foils (see Table 2.3), the GEANT4 code was utilized following the same
procedure described in the previous Section: the efficiency was calculated including
the self-attenuation and coincidence-summing effects by defining in the simulations
the foils material, as well as the product-nuclei decay schemes. The results are
summarized in Table 4.2.
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Table 4.2: The full energy peak efficiency of the 80% rel. efficiency HPGe detector
at 1.0 cm distance for the y-ray energies emitted by the activated reference foils as
resulting from the GEANT4 simulations, for the cases where: i) neither the foils
material nor the decay schemes is defined in the simulations, ii) the foils material is
defined in the simulations, but not the decay schemes and iii) both the foils material
and the decay schemes are defined in the simulations.

product- samples ~v-ray | efficiency without including efficiency including only efficiency including both
nuclei  thickness (mm) (keV) self-attenuation and the self-attenuation effect self-attenuation and
coincidence-summing effects coincidence-summing effects
196 Au 0.3 333.0 0.096 0.087 0.070
355.7 0.091 0.083 0.078
0.5 333.0 0.096 0.082 0.067
355.7 0.091 0.079 0.074
2INa 0.55 1368.6 0.033 0.033 0.029

The total uncertainty of the efficiency was 3%. As previously, this value was
obtained from the deviation between the simulation efficiencies and counting rates of
the calibration sources from the corresponding experimental values.

The results of Table 4.2 show that the lowest v-rays are the most highly
attenuated, as well as that the attenuation increases with the samples thickness.
Indeed, for the two y-rays at 333.0 and 355.7 keV the self-attenuation phenomenon
is intense in contrast to the 1368.6 keV ~-ray for which the the inclusion of the Al
material does not make any effect. Between the low energy ~-rays the attenuation
is higher for the 333.0 keV. Additionally, the attenuation is lower for the thinner Au
foils compared to the thicker Au foils.

When the decay schemes are taken into account in the simulations, the efficiency
of all three ~-rays is reduced because of the presence of the coincidence-summing
effect.

4.1.2 Efficiency calculations for the "Dy (n,2n)'”’Dy reaction
study

4.1.2.1 Efficiency calculations for the Dy samples

The 80% rel. efficiency HPGe detector was also used for the activity measurements
of the Dy samples. The samples were placed at 1 cm distance with respect to the
detector window. This close detection geometry was adopted so as to compensate for
the small natural abundance of **Dy (0.056%).

The full energy peak efficiency at the 226.9 keV y-ray coming from the decay
of 19Dy was obtained through GEANT4. The full decay scheme of the isotope was
taken into account so as to include the coincidence-summing effect in the simulations.
The actual material (Dy foil of natural abundance) of the samples was also defined so
as to include the self-attenuation phenomenon. The results are summarized in Table
4.3.

As previously mentioned (Section 4.1.1) the total uncertainty of the efficiency for
the 80% rel. efficiency HPGe detector was 3%.
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Table 4.3: The full energy peak efficiency of the 80% rel. efficiency HPGe detector
at 1.0 cm distance for the 226.9 keV ~-ray of %Dy, as resulting from the GEANT4
simulations, for the cases where: i) neither the samples material nor the decay scheme
is defined in the simulations, ii) the samples material is defined in the simulations,
but not the isotope decay scheme and iii) both the samples material and the isotope
decay scheme are defined in the simulations.

isotope samples ~y-ray | efficiency without including efficiency including only efficiency including both
thickness (mm) (keV) self-attenuation and the self-attenuation effect self-attenuation and
coincidence-summing effects coincidence-summing effects
155Dy 0.8 226.9 0.129 0.108 0.095
155Dy 0.9 226.9 0.130 0.106 0.094

As can be seen in Table 4.3, the results reveal a reduction of the efficiency when
the self-attenuation phenomenon is included in the simulations.

The inclusion of the decay scheme in the simulations seems to affect the 226.9
keV v-ray. In particular, the efficiency for this y-ray decreases which reveals that this
transition is subjected to “summing-out” effects.

4.1.2.2 Efficiency calculations for the reference foils

The reference foils were placed at 7.3 and 11.1 ¢m distance with respect to the window
of the 40% rel. efficiency HPGe detector. In particular, the Au foils were placed at
the distance of the 7.3 cm distance, while the Al foils were placed at both distances.

In the previous cases discussed above, a very short sample to detector distance
was adopted for the activity measurements. This hindered the calculations of
the efficiency directly through the efficiency calibration process, because of the
coincidence-summing effect arising in the calibration spectra. At the distances of
7.3 and 11.1 cm the coincidence-summing effect does not have a strong impact on the
recorded spectra of 1*2Eu.

Therefore, for this case the efficiency at the decay energies of the reference foils
was calculated with two ways. Firstly, the efficiency was calculated through the
linear fitting of the neperian logarithm of the experimental efficiency obtained for the
decay energies of %2Eu, as it is presented in Figure 4.1. In the same graph the 95%
confidence level bands are also depicted. The efficiency values were extracted from
the fitting line, whereas its uncertainty was calculated as the semi-difference of the
upper and lower efficiency limits obtained from the confidence bands.
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Figure 4.1: The neperian logarithm of the efficiency as a function of the neperian

logarithm of the energies. In the same graph the fitting line is also presented, along

with the 95% confidence level bands for (a) 7.3 cm and (b) 11.1 cm distance from the
detector window.

The efficiency that was obtained from these graphs was corrected for
self-attenuation and coincidence-summing effects. The corresponding correction
factors were obtained from the GEANT4 as following:

1) The self-attenuation correction factor, CFg4, was calculated as the ratio of the
efficiency when the foils material was defined in the simulations to the efficiency when
massless foils were considered.

2) The coincidence-summing effect correction factor, CFcg, was determined as
ratio of the efficiency when the decay scheme of the isotopes was taken into account
to the efficiency when the v-rays were emitted “mono-energetically”.

The results are summarized in Table 4.4.

The GEANT4 code of the 40% rel. efficiency HPGe detector was also
used for the direct efficiency calculations including the self-attenuation and the
coincidence-summing effects. The results are given in Table 4.5.

The uncertainty of the efficiencies calculated through the GEANT4 code is 3%.
This value was obtained from the deviation between the experimental and the
simulation efficiency and counting rate data corresponding to the decay energies of
152

Similar to Table 4.2, Tables 4.4 and 4.5 show that the self-attenuation becomes
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Table 4.4: The efficiency of the 40% rel. efficiency HPGe detector for the decay
energies of reference foils product nuclei, as resulting from linear fitting of the
neperian logarithm of the efficiency. The corrected efficiency taking into account
the self-attenuation and the coincidence-summing effect is also presented.

isotope foil thickness (mm) | y-ray (keV) efficiency  efficiency CFsa  CFgs  corrected
uncertainty efficiency
SD= 7.3 cm
196 A 0.3 333.0 0.0096 0.0004 0.92224 0.98034  0.0087
355.7 0.0091 0.0003 0.92763 0.97773  0.0082
0.5 333.0 0.0096 0.0004 0.85753 0.96646  0.0079
355.7 0.0091 0.0003 0.86943 0.98644  0.0078
%Na 0.55 1368.6 0.0031 0.0001 0.99190 0.98690  0.0031
SD= 11.1 cm
%Na 0.55 1368.6 0.0017 0.00007 0.9900  1.0042 0.0017

Table 4.5: The efficiency of the 40% rel. efficiency HPGe detector for the decay
energies of the reference foils product-nuclei, as resulting from GEANT4, for the
cases where: i) neither the foils material nor the decay schemes is defined in the
simulations, ii) the foils material is defined in the simulations, but not the decay
schemes and iii) both the foils material and the decay schemes are defined in the
simulations.

product- samples ~-ray | efficiency without including efficiency including only efficiency including both
nuclei  thickness (mm) (keV) self-attenuation and the self-attenuation effect self-attenuation and
coincidence-summing effects coincidence-summing effects
SD= 7.3 cm
196 Ay 0.3 333.0 0.0100 0.0092 0.0089
0.3 355.7 0.0095 0.0088 0.0087
0.5 333.0 0.0100 0.0085 0.0085
0.5 355.7 0.0094 0.0082 0.0081
%Na 0.55 1368.6 0.0032 0.0032 0.0031
SD=11.1 cm
%Na 0.55 1368.6 0.0017 0.0017 0.0017
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higher for the thickest foils and for the lowest energies. The impact of the inclusion
of the decay scheme in the simulations was less important in comparison with the
results of Table 4.2, due to the smaller Ge crystal dimensions and the larger sample
to detector distance.

The results of the efficiency for the decay energies of the reference foils, as
presented in both Tables 4.4 and 4.5, agree with each other within the uncertainties.

4.2 The experimental spectra

The induced activity from the reactions under study was measured through the
photopeaks of the v-rays presented in Table 2.2. In Figures 4.2, 4.3 and 4.4
representative experimental spectra for each sample are presented along with the
background spectra for the same data acquisition time.

Exp. spectrum
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c 10° =
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3 0® bk
10° g i
= : “"‘ 826.6 keV region
10 *E (a) full spectrum "
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Figure 4.2: The Er sample spectrum for 11.0 MeV neutron beam energy and 10 h
of measurement along with the corresponding background spectrum. In (a) the full
spectrum is presented, while in (b) the region around 826.6 keV is illustrated.
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Figure 4.3: The Dy sample spectrum for 17.1 MeV neutron beam energy and 16 h
of measurement along with the corresponding background spectrum. In (a) the full
spectrum is presented, while in (b) the region around 226.6 keV is illustrated.
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Figure 4.4: The Ho sample spectrum for 10.1 MeV neutron beam energy and 92 min
of measurement. In (a) the full spectrum is presented, while in (b) the low energy
part is illustrated.

As can be seen in Figure 4.4 the Ho spectra are complicated due to the fact that
the energy of the emitted - rays is very close to the energy region of the X-rays. In
addition, for the photopeak at 37.3 keV there is a strong overlapping with Ge X-ray
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escape peaks. An analytical description of the Ho spectra, the Ge X-ray escape peaks
phenomenon, as well as the method developed for the determination of the counts
integral of 37.3 keV photopeak is discussed in the next Sections. The developed
method is also described in Ref. [79].

During the measurements the spectra were saved regularly: every 0.5-1 h for the
Er samples, every 10 min for the Ho samples and every 0.5 h for the Dy samples.
This was essential for the data analysis so as to follow the counting rate of the
photopeaks of interest, as well as to optimize the analysis with respect to the statistical
uncertainty variation over the data acquisition time. In particular, based on the decay
law the “Net Area” of the photopeaks increases with decreasing rate in contrast
to the background radiation that is recorded with constant rate. Therefore, after
a certain time interval the increase of the background radiation leads to increase
in the uncertainty of the photopeaks counting statistics. Accordingly, the adopted
data acquisition time was always optimized so as to minimize the overall statistical
uncertainty on the photopeaks counts.

4.3 The Ge X-ray escape peaks and the Ho
samples spectra

The X-rays can transfer a part of their energy to the atomic electrons of the detector
active volume and as a result, photoelectrons are produced. The fluorescence photons
which are emitted during the de-excitation of the atoms can be reabsorbed by the
detector. In this case, the full X-ray energy will be recorded. However, there is a
possibility that the fluorescence photons will escape the detector active volume. The
probability of this escape increases when the fluorescence photons are produced close
to the detector active volume surface. When the fluorescence photons escape the
detector, the X-rays are recorded at lower energy:

Eep = Eiy, — Ey (4.1)

The term FE;, stands for the initial energy of the X-rays, whereas Fj stands for
the energy of the fluorescence photons. The peaks which are recorded at energy E.,
are called X-ray escape peaks [80].

The X-ray photons mainly transfer their energy to the electrons of the K shells.
Therefore, for a HPGe detector the corresponding escape peaks will be recorded at
lower energies by 9.8 and 11.0 keV than the initial X-ray energy. These values are
the Ge K, and Kz X-ray emission lines.

In Table 4.6 the X-rays that are emitted during the decay of '*Ho and '$°Ho are
summarized along with Ge X-ray escape peaks that are expected.

Table 4.6 indicates that Ge X-ray escape peaks are produced in the region between
35-47 keV. The Ge X-ray escape peaks at 35-39 keV coming from the incomplete
absorption of the Ge K, X-rays contaminate the photopeak at 37.3 keV. The counts
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Table 4.6: The K, and Kz X-rays coming from the decay of the '**Ho?, “Ho™ and
1660 isotopes along with their absolute intensity per decay and the corresponding

Ge X-ray escape peaks.

Isotope  Reaction Decay Ty X-rays Energy (keV) Intensity (%)  Escape peaks
channel mode energy (keV)
Koz 46.7 212+ 16 36.9, 35.7
Ka1 47.6 37+£3 37.8, 36.6
164Ho™  165Ho(n,2n) 100% IT 36.6 min | Kpg 53.9 7.6 £ 0.6 44.1, 42.9
Ko 55.3 2.55 £ 0.20 45.5, 44.3
Kgs 53.7 39+£03 43.9, 42.7
Koz 45.21 144+ 14 35.34, 34.23
Ka1 46.0 25+3 36.2, 35.0
164Ho9  %Ho(n,2n) 60% e 28.8 min | Kg 52.1 51+ 0.5 42.3, 41.1
Kga 53.5 1.72 £ 0.17 43.7, 42.5
Kps 51.9 27+03 42.1, 40.9
Koz 48.22 0.823 £ 0.018 38.35, 37.24
Ka1 49.1 1.45 + 0.03 39.3, 38.1
164Ho9  1%Ho(n,2n) 40% B~ 28.8 min | Ky 46.0 25+ 3 36.2, 35.0
Kai 55.7 0.298 £ 0.006 45.9, 44.7
Kpeo 57.1 0.1000 £ 0.0021 47.3, 46.1
Kgs 55.5 0.154 £ 0.003 45.7, 44.5
Koz 48.22 2.96 £ 0.10 38.35, 37.24
Ka1 49.13 5.21 £0.17 39.26, 38.15
166Ho9  165Ho(n,v) 100% B~ 26.824h | K 45.99 25+£3 36.12, 35.01
Kga 55.7 1.07 + 0.03 45.9, 44.7
Ko 57.1 0.360 £ 0.012 47.3, 46.1
Kgs 55.5 0.555 £+ 0.017 45.7, 44.5
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integral of this photopeak was determined via GEANT4 (v. 10.4) simulations which
reproduced the experimental spectra.

4.4 The GEANT4 simulation of the Ho samples
spectra

For the reproduction of the experimental spectra, three GEANT4 independent
simulations were combined: one for the decay of '®Ho and one for each one of the
decays of the two states of 14Ho (isomeric and ground). The three simulation spectra
were superimposed so as to obtain the final simulation spectra.

The number of decays for the isomeric state was adjusted so that the 84.0 keV
and 84.9 keV photopeaks are reproduced. These photopeaks originate from the
coincidence summing of the 37.3 keV v-ray with the X-rays at 46.7 and 47.5 keV
(emitted by '*Ho™). The number of decays for the ground state was adjusted so
that the photopeaks at 73.4 and 91.4 keV are reproduced after adding the simulation
spectra of the isomeric and ground state decay. The reason is that the isomeric state
decays entirely to the ground state and therefore, the y-rays at 73.4 and 91.4 keV
are also emitted when only the decay of the isomeric state is considered. Finally,
the number of decays for the 'Ho isotope was fixed so as to reproduce the v-ray
photopeak at 80.6 keV.

In the case where a Broad Energy detector is used, the coincidence-summing
effect between 7- and the X-rays coming from the electron capture (EC) or internal
conversion (IT), as well as the coincidence summing-effect between only X-rays, can
generally be recorded in the spectrum [81] depending on the decay scheme of the
isotopes and the source to detector distance. This phenomenon was, indeed, observed
in the Ho spectra, where the coincidence-summing photopeaks at 84.0 and 84.9 keV
were recorded. As aforementioned, these photopeaks originate from the coincidence
summing of the 37.3 keV ~-ray with the X-rays at 46.7 and 47.5 keV, respectively,
which are emitted due to the internal conversion process in **Ho™.

A significant element of the GEANT4 simulations was the inclusion of the Ge
X-ray escape peaks phenomenon, which has been discussed in detail in Section 4.3.
To simulate Ge X-ray escape peaks the photons “tracking cut”, that is the limit below
which secondary photons and particles are not produced, should be reduced to 1 nm.
More information on the GEANT4 “tracking cut” can be found in Appendix K

Furthermore, the self attenuation was considered in the GEANT4 simulations
through the definition of the actual Ho samples material. The inclusion of the
self-attenuation phenomenon was significant for the reproduction of the spectra,
because the Ho X-rays are also produced due to the absorption of v photons from
the samples. For instance, in Figure 4.5 a GEANT4 qualitative simulation of the
energy deposition of the 91.4 keV ~-ray coming from the %*Ho? decay is presented
for the cases of (a) a “void” sample and (b) an Ho extended sample with 1 mm
thickness. As it is shown in this Figure, the absorption of the ~-rays from the Ho
sample leads to the production of the characteristic Ho X-rays, which are accompanied
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with corresponding Ge escape peaks at ~ 10 keV lower energies.
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Figure 4.5: A GEANT4 qualitative simulation of the energy deposition for the ~-ray
at 91.4 keV when considering (a) a “void” sample and (b) an Ho sample with 1 mm
thickness.

For the representation of the energy deposition resulting from the simulations, a
response function based on a Gaussian distribution was implemented. The FWHM
of the distribution was given by the Eq. 4.2:

FWHM = 2.355\/F - Egep - € (4.2)

where F' - Eg, - € is the standard deviation of the distribution and expresses the
number of electron-hole pairs which are created for a particular value of deposited
energy Ege,. The term e is the energy needed for the creation of one electron-hole
pair and F is the Fano factor as it is defined in Ref. [82]. The values suggested in
the literature for these factors were adjusted in order to reproduce the experimental
spectra.

In Figure 4.6 the experimental spectrum recorded after the irradiation with 10.1
MeV neutrons and after 92 min of measurement is presented is comparison with the
GEANT4 simulation. The background spectrum of equal data acquisition time has
been subtracted from the experimental spectrum. As can be seen, the simulation and
the experimental spectrum are in agreement.
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Figure 4.6: The reproduction of the experimental spectrum recorded after the
irradiation of the Ho sample with 10.1 MeV neutron beam energy and after 92
min of measurement time considering (a) the *Ho™ decay, (b) the *Ho™ along
with the '%*Ho? decay and (c) the *Ho™ along with the *Ho? and '%Ho decays.
A background spectrum of equal measurement time has been subtracted from the
experimental one.

4.5 The study of the 37.3 keV ~-ray photopeak

The cross section of the 65Ho(n,2n)'*Ho™ reaction was obtained through the
determination of the “Net Area” of the photopeak originating from the 37.3 keV
transition. However, the counts of this transition could not be deduced directly due
to its contamination from the Ge X-ray escape peaks between 34.5-39 keV as described
in Section 4.3.

For this reason, the GEANT4 simulation spectra was utilized so as to calculate
the ratio of the peak counts originating from the 37.3 keV ~-ray (below denoted at A)
to the counts of the peak areal integral in the region 34.5-39 keV (below denoted as
B). Based on this, the accurate number of counts of the 37.3 keV ~-ray transition in
the experimental spectra was determined by multiplying the experimentally deduced
counts integral (after background subtraction) of the peak area of the region between
34.5-39 keV (below denoted as counts’) with the ratio 4 (Eq. 4.3).

counts = counts * B (4.3)

The ratio % was calculated for each one of the spectra corresponding to each one
of the seven irradiations at neutron beam energies: 10.1, 10.4, 10.7, 17.1, 18.1, 19.0
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and 19.6 MeV. The results are summarized in Table 4.7.

Table 4.7: The ratio of the counts originating from the 37.3 keV decay line to the peak
integral between 34.5-39 keV (4) as resulted from the simulations with the GEANT4
toolkit.

Neutron energy (MeV) 4 (%)
10.1 o8
10.4 o8
10.7 o8
17.1 62
18.1 62
19.0 65
19.6 66

In order to investigate the fluctuations of the ratio %, a sensitivity test was

performed where the number of decays for the ground and the isomeric state was
slightly changed. All tests resulted in the same value for the ratio % for each spectrum.
Therefore, the uncertainty of the recorded counting rates was finally defined from the
statistical uncertainty of the experimentally deduced peak area counts.

As mentioned in Section 4.4 in order to compare the experimental spectra with
the simulations, the room background spectrum of equal measurement time with
the corresponding experimental spectrum was subtracted. This could affect the
uncertainty of the counting statistics of the experimental spectra. However, due
to the short measurement time of the spectra (1.5-2 h), the detector shielding as
well as the geometry of the Ge crystal the contribution from the background to the
counting statistics was negligible. According to Ref. [83] the Ge crystal is transparent
to high energy cosmogenic background radiation and to high energy ~-rays from
naturally occurring radioisotopes such as K and 2°®T1. The negligible contribution
from natural background to the spectra is also depicted in Figure 4.4.
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Chapter 5

Experimental Results

In Table 5.1 the experimental results of the '62Er(n,2n)'*'Er, '*Dy(n,2n)"’Dy,
165 o(n,2n) """ Ho™ and '95Ho(n,2n)"**Ho? reactions cross section are presented.

Table 5.1: The experimental cross section results for the (a) '62Er(n,2n)'*'Er, (b)
156 155 165 1641y m 165 16417 g .
Dy(n,2n) Dy, (c) ***Ho(n,2n) ""Ho™ and (d) '*°Ho(n,2n) " Ho? reactions.

(a) 92Er(n,2n)" " Er [69 71] (b) "Dy (n,2n)"> Dy
E, (MeV) o (barns) E, (MeV) o (barns)
10.7 £ 0.1 0.44 £ 0.08
11.0 £ 0.1 0.57 £ 0.06
11.3 £ 0.1 0.72 £ 0.11
171 £ 0.3 1.97 £ 0.22 171 £ 0.3 1.67 £ 0.21
18.1 £ 0.2 1.84 4+ 0.23 18.1 £ 0.2 1.82 £ 0.31
19.0 £ 0.2 1.92 + 0.23 19.0 £ 0.2 1.60 £ 0.30
(c¢) "5Ho(n,2n)"**Ho™ [49] (d) 5Ho(n,2n)"*"Ho? [49]
E, (MeV) o (barns) E, (MeV) o (barns)
10.1 £ 0.1 0.32 £ 0.04 10.1 £ 0.1 0.43 £ 0.10
104 £ 0.1 0.33 £ 0.04 104 £ 0.1 0.53 £ 0.11
10.7 £ 0.1 0.39 £ 0.05 10.7 £ 0.1 0.66 = 0.11
171+ 0.3 0.64 £+ 0.07 171+ 0.3 0.64 £ 0.15
18.1 £ 0.2 0.59 £ 0.07 181 £ 0.2 0.58 £0.14
19.0 £ 0.2 0.49 £+ 0.06 19.0 £ 0.2 0.49 £ 0.13
19.6 £ 0.2 0.39 £ 0.05 19.6 £ 0.2 0.32 £ 0.09

At this point it has to be reminded that the cross section of the %2Er(n,2n)"*'Er,
156Dy (n,2n) """ Dy and '%Ho(n,2n)'**Ho™ reactions was determined through Eq. 2.2,
which is the standard equation of Activation Technique. For the ®*Ho(n,2n)'**Ho?
reaction Eq. 2.4 was adopted in order to take into account the population of the
ground state from the isomeric state during the irradiation time, the “waiting time”
and the activity measurement time.

Moreover, it has to be clarified that for the %*Ho(n,2n)'**Ho? reaction the cross
section refers to the weighted average < o > of each of the cross sections determined
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through the 73.4 and 91.4 keV ~v-rays, according to Eq. 5.1.

(Vo = Vig)or + (Vi — Vig)oo
Vi+ Vo =2V
where o1 and o9 are the cross sections determined from each ~-ray. The V; and V5
terms stand for the variances of the cross sections and they are equal to the square of
the uncertainties. Finally, the V5 term is the covariance element between o, and o,
which takes into account the existing correlations. The correlations originate from
the fact that the same neutron flux, the same Ho sample and the same photopeak at
37.3 keV (for the population from the isomeric state) were used for the cross section
calculations. Based on this the covarience element was calculated as following:

<o >=

(5.1)

_ Ooy Jos doy
E + aNTl OOU(NTl, NTQ)
80'1 60'2
WCOU (COUTltSl s COU?”Lth) m

doy 00y doy Joy
2 It Lno) —2
8€m1 CO’U(E‘:ml, <(':7712) 85m2 + aIml COU( ml, m2) 0Im2

(5.2)

The cross sections uncertainty was calculated by summing-up quadratically
all the individual uncertainties. However, there is again an exception for the
165H0(n,2n)'**Ho? reaction. For this reaction the final cross sections uncertainty was
obtained through Eq. 5.3:

ViVa — (Vig)?
var(o) = 5.3
(@) Vi+ Vo —2Vi (5:3)
In Tables 5.2, 5.3 and 5.4 the compilation of the uncertainties for the measured
reactions and the reference reactions are presented.
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Table 5.2: Compilation of uncertainties (in %) for the 2Er(n,2n

71].

)161

E, (MeV)
reference reaction

10.7
2T Al(n, @)*'Na
(1368.6 keV ~-ray)

11.0
197 Au(n,2n) ' ** Au
(333.0 keV ~-ray)

11.3
93Nb(n,2n)"*"Nb
(934.4 keV ~-ray)

reference reaction cross section 1.0 2.7 1.2
neutron flux 7.0 7.0 7.0
161y peak counting statistics 16.0 2.9 10.5
2x100% HPGe detectors efficiency 3.8 3.8 3.8
161y y-ray intensity per decay 5.8 5.8 5.8
erbium target self-attenuation correction factor 0.5 0.5 0.5
162Er natural abundance 3.6 3.6 3.6

reference foils peak counting statistics 2.6, 3.4 2.1, 1.1 14.0, 11.8
16% HPGe detectors efficiency 2.0 1.6 1.3

reference foils v-ray intensity per decay 0.0015 4.1

reference foils self-attenuation correction factor 0.50 0.18 0.4
statistical uncertainty of cross section 16.0 2.9 7.5
systematic uncertainty of cross section 10.5 10.5 10.5
total uncertainty of cross section 18.2 10.7 14.1
E, (McV) 171 181 19.0

reference reaction

197 Au(n,2n) ' **Au
(333.0 keV ~-ray)

197 Au(n,2n) ' Au
(333.0 keV ~v-ray)

9Nb(n,2n)""' Nb
(1368.6 keV ~-ray)

reference reaction cross section
neutron flux
I61Er peak counting statistics (front-back)
2x100% HPGe detectors efficiency
61Er ~-ray intensity per decay
erbium target self-attenuation correction factor
162Er natural abundance
reference foils peak counting statistics (front-back)
16% HPGe detectors efficiency
reference foils v-ray intensity per decay
reference foils self-attenuation correction factor
statistical uncertainty of cross section
systematic uncertainty of cross section
total uncertainty of cross section

2.1
7.0
5.5
3.8
5.8
0.5
3.6
4.6, 3.0
1.9
4.1
0.18, 0.13
5.5
9.9
11.2

1.9
7.0
7.5
3.8
5.8
0.5
3.6
54,64
1.9
4.1
0.13
7.5
9.9
12.5

1.2
7.0
7.0
3.8
5.8
0.5
3.6
71,76
1.6
0.4
7.0
9.9
12.0

Table 5.3: Compilation of uncertainties (in %) for the *Dy(n,2n)"* Dy reaction.

E, (McV) 171 181 19.0
reference reaction 2 Al(n,0)**Na (1368.6 keV ~-ray)
reference reaction cross section 0.83 0.98 1.19
neutron flux 7.0 7.0 7.0
195Dy peak counting statistics 8.2 13.7 16.4
80% HPGe detector efficiency 3.0 3.0 3.0
155Dy ~-ray intensity per decay 2.3 2.3 2.3
156Dy natural abundance 5.4 5.4 5.4
reference foils peak counting statistics (front-back) | 3.1, 3.1 4.6, 5.1 4.15.1
40% HPGe detectors efficiency 3.0 3.0 3.0
reference foils y-ray (1368.6 keV) intensity per decay | 0.0015 0.0015 0.0015
statistical uncertainty of cross section 8.2 13.7 16.4
systematic uncertainty of cross section 9.5 9.6 9.1
total uncertainty of cross section 12.6 16.7 18.8

95

Er reaction [69-




Table 5.4: Compilation of uncertainties (in %) for the %Ho(n,2n)'**Ho™ and
165Ho(n,2n)'**Ho? reactions [49).

E, (MeV) 10.1 10.4 10.7
reference reaction 197 Au(n,2n) ' Au (355.7 keV y-ray)
reference reaction cross section 3.0 3.0 2.8
neutron flux 7.0 7.0 7.0
37.3 keV peak counting statistics 7.1 7.6 6.3
73.4 keV peak counting statistics 6.8 7.0 5.3
91.4 keV peak counting statistics 3.7 3.7 3.0
BE5030 HPGe detector efficiency 5.0 5.0 5.0
37.3 keV ~-ray intensity per decay 6.3 6.3 6.3
reference foils peak counting statistics (front-back) 2.5-2.7 1.2-1.6 1.6-2.2
80% HPGe detector efficiency 3.0 3.0 3.0
reference foils y-ray intensity per decay - - -
statistical uncertainty of cross section for isomeric state 7.1 7.6 6.3
systematic uncertainty of cross section for isomeric state | 10.7 10.7 10.7
total uncertainty of cross section for isomeric state 13 13 12
statistical uncertainty of cross section for ground state 15.2 12.7 9.5
systematic uncertainty of cross section for ground state 17.7 14.7 13.9
total uncertainty of cross section for ground state 24 20 17
E, (MeV) 17.1 18.1 19.0 19.6
reference reaction 2Al(n,a)**Na (1368.6 keV 4-ray)
reference reaction cross section 0.83 0.98 1.19 1.31
neutron flux 7.0 7.0 7.0 7.0
37.3 keV peak counting statistics 2.9 4.2 5.2 5.4
73.4 keV peak counting statistics 2.9 4.5 5.8 6.2
91.4 keV peak counting statistics 1.8 2.9 3.7 3.7
BES5030 HPGe detector efficiency 5.0 5.0 5.0 5.0
37.3 keV ~-ray intensity per decay 6.3 6.3 6.3 6.3
reference foils peak counting statistics (front-back) 0.5-1.5 2.5-2.8 3.0-4.0 3.4-3.9
80% HPGe detector efficiency 3.0 3.0 3.0 3.0
reference foils y-ray intensity per decay 0.0015 0.0015 0.0015 0.0015
statistical uncertainty of cross section for isomeric state 2.9 4.0 5.2 5.4
systematic uncertainty of cross section for isomeric state | 10.7 10.7 10.7 10.7
total uncertainty of cross section for isomeric state 11 11 12 12
statistical uncertainty of cross section for ground state 7.9 11.3 15.1 16.3
systematic uncertainty of cross section for ground state 21.5 21.2 22 22.3
total uncertainty of cross section for ground state 23 24 27 28
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Chapter 6

Theoretical Calculations

6.1 Types of nuclear reactions

The nuclear reactions on a specific mass region can be classified into different types
depending on the dominant reaction mechanism. The three main categories are the
compound-nucleus reactions, the direct reactions and the pre-equilibrium reactions:

e Compound-nucleus reactions

In compound-nucleus reactions the projectile transfers its energy through
successive collisions to target nucleons, which subsequently cause new successive
collisions. This process is continued until the projectile shares its energy with the
target-nucleus and thermodynamic equilibrium is reached. Under this scope, the
projectile energy has been distributed statistically to the target-nucleus and therefore,
the information for the reaction input channel has been lost. The incident particle and
the target-nucleus create a complex system, the compound-nucleus, which is excited
at an energy that equals to the sum of the projectile energy and its binding energy in
the compound-nucleus. The complex system “lives” for a time scale of 10718 — 1016
s before it decays. Due to the thermodynamic equilibrium, the compound-nucleus
can decay to any channel, which is permissible with respect to the energy, spin
and parity conservation laws. In other words, the decay of the compound-nucleus
does not depend on its formation. This statement is known as Bohr“s independence
hypothesis, which for the A + a — C* — A" + o reaction is summarized to the
following mathematical formula:

T
O = 00 * =2 (6.1)

ao Fo/'

where o¢ expresses the cross section for the formation of the compound-nucleus,

I corresponds to the decay width for the emission of the o' particle and I’ is the
decay width for all possible decay channels. The FF“/// ratio expresses the probability

@

that the compound-nucleus will decay through the emission of the o particle against
all the other possible output channels.
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e Direct reactions

The duration of direct reactions is much smaller (1072 s) than the one of
compound-nucleus reactions. The projectile interacts mainly with the peripheral
nucleons or with a few internal nucleons of the target-nucleus to which it transfers
a part of its energy. Therefore, the interaction proceeds without the formation of
an intermediate system. Examples of direct reactions are the scattering, the transfer
reactions, the break-up reactions, the knock-out reactions etc [48].

The direct reactions are favored against the compound-nucleus ones as the
projectile energy increases: for higher energies the de Broglie wavelength decreases
and it is more possible for the projectile to interact with only a few nucleons of the
target-nucleus rather than the nucleus in its entirety.

e Pre-equilibrium reactions

The borders between the direct and the compound-nucleus reactions are not very
specific. At intermediate energies, the pre-equilibrium mechanism arises. In this type
of reactions the projectile enters the target-nucleus and gradually loses its energy
through successive collisions. However, the complex system of the projectile and the
target-nucleus that is formed decays before thermodynamic equilibrium is reached
and therefore, only some “memory” of the input channel is conserved.

The three mechanisms (compound-nucleus mechanism, direct reactions
mechanism, pre-equilibrium mechanism) can contribute all to a particular nuclear
reaction to a different extent depending on the projectile energy.

In this point it has to be clarified that the residual nucleus which is produced
after the compound-nucleus reaction (where the pre-equilibrium mechanism may
also contribute) can further decay through particle emission. This process is called
multiple emission and proceeds either through the multiple compound emission or
through the multiple pre-equilibrium emission.

6.2 The TALYS code

TALYS is a nuclear reactions simulation code optimized for the energy range 1
keV-200 MeV [2]. As projectile it can be defined neutrons, protons, deuterons, tritons,
helions, alpla-particles or y-rays, whereas it calculates the cross section of reactions
which involve any of them or any combination of them as ejectiles. Fission cross
section can also be calculated.

The function of the code can be explained on the basis of the FIG. 6.1 taken from
Ref. [2].
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Figure 6.1: A simplified representation of the function and the incorporated models
of the TALYS code taken from Ref. [2].

The necessary parameters that must be specified in the code are the projectile,
the target-nucleus and the projectile energy, but TALYS also disposes and other
keywords that can be defined in the input file. These keywords are mainly related to
the replacement of the default models and changes in their parametrization. Through
the input file the user can also define additional information with respect to the input
channel, as well as the kind of the provided information in the output files. TALYS
calculates the cross section of a nuclear reaction taking into acount all the possible
mechanisms (compound-nucleus reactions, pre-equilibrium reactions, direct reactions,
multiple emission) and the competition among the different reaction channels.

In case of (n,2n) reactions for medium-to-heavy mass nuclei and for the
energies considered in the present work the dominant reaction mechanism is the
compound-nucleus mechanism. In TALYS the compound-nucleus calculations are
performed via the Hauser-Feschbach theory [84].

In the next Sections the Hauser-Feschbach theory and the TALYS models
upon which the theoretical calculations are based will be discussed along with the
theoretical framework.

6.2.1 Hauser-Feschbach theory

The Hauser-Feschbach theory is a quantum-mechanical formalism of the cross section
calculations of compound-nucleus reactions, which obeys in the conservation laws of
energy, angular momentum and parity. Under this scope, the cross section of the
reaction A +a — C* — a' + A is given by Eq. 6.2:
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The symbols used in the above equation have the following meanings:
E, is the energy of the projectile

s is the spin of the projectile

o is the parity of the projectile

¢ is the orbital angular momentum of the projectile

j is the total angular momentum of the projectile

Sx(a)=1, when (—1)moIly = II. In any other case d,(a)=0

a is used to denote the initial system of the projectile and target-nucleus:
a=(a,s,F,,E° LIly), where a is the projectile type and EY is the target-nucleus

xIr )
exmtatlon energy (usually zero)

lmaz is the maximum [-value for the projectile

S, is the separation energy of the projectile

E is the energy of the ejectile

s is the spin of the ejectile

7y is the parity of the ejectile

(' is the orbital angular momentum of the ejectile

4§ is the total angular momentum of the ejectile

6-(a)=1, when (—1)/7(fo = II. In any other case d,(a’)=0
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a is used to denote the final system of the ejectile and residual-nucleus:
a:(a/,s/,E;,Ex,[ /,Hf), where @' is the ejectile type and E, is the residual-nucleus
excitation energy

I is the spin of the target-nucleus

Iy is the parity of the target-nucleus

I' is the spin of the residual-nucleus

II; is the parity of the residual-nucleus

IT is the parity of the compound-nucleus

J is the total angular momentum of the compound-nucleus

k is wave number of the relative motion of the input channel

T is the transmission coefficient

De™P is the depletion factor to account for direct and pre-equilibrium effects.

W is the width fluctuation correction (WFC) factor, which takes into account
the correlations between the input and output channel: this factor causes the
enhancement of the elastic channel at low incident energies, whereas it is negligible
for energies above some MeV. By default W=1 in TALYS for incident energies above

the projectile separation energy. In such cases that W=1 the cross section equation
follows the Bohr hypothesis:

gmam+I+S 1

(Brory 11— B, I T1,)
- Y ¥ 6.3
Taa = Tt (Eypoy, J, 10) (6.3)
J=mod(I+s,1) II=—1

where o is the cross section for the formation of the compound-nucleus:

J+1 J+s
s 2J+1
= D" — 6.4
oc= RRI+1)(2s+1) Z 2 Ti(Ea)dn(a) (6.4)
=|J—I| t=|j—s]|
and - (Ert:;fg :?ﬁé 1) is the propability that the compound nucleus will decay

through the emission of the o' particle. The ratio is expressed in terms of the
transmission coefficients:
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After the compound-nucleus decay the residual-nucleus may further decay, e.g.
(n,2n) channel, through the multiple emission mechanism. TALYS takes into
account the multiple compound emission for energies above the projectile separation
energy. The multiple compound calculations are performed in the framework of
the Hauser-Feschbach theory. For the isotopes studied in the present work the
contribution of the multiple pre-equilibrium emission becomes important above 20
MeV. The default option of TALYS for the multiple pre-equilibrium emission is based
on exciton model calculations.

6.2.2 Pre-equilibrium reactions

As the projectile energy increases the contribution of the pre-equilibrium mechanism
into the compound-nucleus reactions increases.

A powerful and successful model of the pre-equilibrium reactions is the exciton
model which is based on the semi-classical approach proposed by Griffin [85,86] and
is developed into the basis of the compound-nucleus reactions concept. The main
idea behind this is that the excited nuclear state can be characterized in terms of the
particles (p) that exist above the Fermi surface and the holes (h) that exist below the
Fermi surface. More specifically, the term particles denotes the protons, p,, (or the
neutrons, p,) that have been excited above the Fermi surface. Accordingly, for each
particle excitation a hole is created. The sum of particles and holes is denoted with
the term exciton (n, = p, + h, for protons and n, = p, + h, for neutrons). Over
time as the nucleons interact with each other, the number of excitons changes. In
Figure 6.2 a simplified representation of the creation of the excitons after the projectile
interaction with the target-nucleus and the time-variation of them is presented.

Within the exciton model the nuclear reactions are described through the
time-dependent population of exciton states. When an excited particle has enough
energy, it can escape the composite-nucleus. This energy must be higher than the
separation energy for the neutron and higher than the separation energy plus the
Coulomb barrier for the proton. The differential cross section for the pre-equilibrium
emission of a particle k with emission energy FEj is given by Eq. 6.6:

max max

doPE A
d—gk = UCF Z Z Wk(pﬂ'> hmpm hw Ek)T(pﬂ7 h‘7T7pl/7 h’l/)P(pﬂ'7 hrrapua hu) (66)
Pr=D% Pv=D3
where,
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" is the cross section for the formation of the composite nucleus

W), is the emission rate of particle k
7 is the mean half-life of the exciton state

P represents the part of the pre-equilibrium population that has survived emission
from the previous states and now passes through the (p, hr,py,h,) configurations,
averaged over time.

-> 0 /emission
o emission
— _ — _ — o _
[ ]
________ EF ____.____ E ____.____ E
F F
—_— O —_— O ol —=
etc...
e — e — e —
IpOh 2plh 3p2h
@ p: particle O h: hole

Figure 6.2: A simplified representation of the creation and time-evolution of the
excitons after the projectile interaction with the target-nucleus. The Figure is taken
from Ref. [2]

An important quantity that enters the calculations of factors P and 7 is the
transition rate of a state with exciton number n to a state with exciton number n’.
This is calculated through:

i) the Fermi’s golden rule of the time-dependent perturbation theory:

A

!
nn

2T
= |M [, (B) (6.7)

where w,/ (E) is the particle-hole state density and M is the average squared matrix
elements of the interaction

ii) its relation with the average over the whole volume of the nucleus imaginary
part of the optical model.

In this point it has to clarified that in case that the emitted particles are other
except for protons and neutrons (deuterons, tritons, helium-3, and a-particles), the
contribution of stripping, pick-up, break-up and knock-out mechanisms has to be
considered in the cross section calculations. TALYS achieves this via the adoption
of the Kalbach appoach presented in Ref. [87], where pre-equilibrium cross section is
given as the sum of an exciton model, nucleon transfer and knock-out contributions.
Moreover, photon pre-equilibrium emission is also considered in the framework of the
exciton model by including in the calculations the photon emission rates.
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In the TALYS code four models are available for the pre-equilibrium mechanism.
The first three of them are based on the exciton model. The last is a phenomenological
model suggested by Kalbach [88]. This model has been developed so as to describe
the isotropic part (multi-step compound) and the forward peaked part (multi-step
direct) of the angular distributions, respectively.

The pre-equilibrium reaction models of TALYS are the following:

e Exciton model: Analytical transition rates with energy-dependent matrix
element (TALYS keyword “preeqmode 17).

e Exciton model: Numerical transition rates with energy-dependent matrix
element (TALYS keyword “preeqmode 2", default option).

e Exciton model: Numerical transition rates with optical model for collision
probability (TALYS keyword “preeqmode 37).

e Multi-step direct/compound model (TALYS keyword “preeqmode 47).

6.2.3 Optical model

The transmission coefficients play a crucial role in the Hauser-Feschbach theory,
as they are used for the calculations both of the formation and the decay of the
compound-nucleus. They are calculated via the optical model, which was introduced
in order to describe the nuclear interactions using a mean nucleus potential. The
potential has the form of Eq. 6.8. The real part V(r) is responsible for the shape
elastic scattering, whereas the imaginary part W(r) is responsible for the absorbing
effects, including all the interactions except for the shape elastic. The optical model
is a valuable tool that can also be used for calculations of pre-equilibrium and direct
reactions, whereas it can provide observables such as the elastic reaction cross section,
elastic angular distribution and polarization, as well as the total cross section.

Ulr)y=V(r)+iW(r) (6.8)
The real part of the phenomenological optical potential for neutron-nucleus (and
proton-nucleus) interactions is equal to:
V(r)=—-W(r,E)+ Vso(r,E).l.o + Vo(r), (6.9)
where,
Vi (r, E) = Vi (E)f(r, Ry, ay) is the real volume potential
Vso(r, E) = VSO(E)(#)Z%W is the real spin-orbit potential

Ve(r) is the Coulomb potential and it is equal to:
2

r
2
RC’

Vo(r) = ZZTCQ, for r > R¢

VC(T) — Zze? (3 o

R ), for r < R
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Its imaginary part is equal to:

W(r)=-Wy(r,E) — Wp(r, E) + Wso(r, E).l.o (6.10)
where,
Wy (r, E) = Wy (E) f(r, Ry, ay) is the imaginary volume potential

Wp(r,E) = —4aDWD(E)W is the imaginary surface potential

Wso(r, E) = WSO(E)(#)Q%W is the imaginary spin-orbit potential
In the above equations the functions f(r, Ry, av ), f(r, Rso, aso) and f(r, Rp, ap)
are the Woods-Saxon shapes:

f(r, Ry a;) = (14 eltr=R/ed)=1 (6.11)

where the R; terms stand for the nucleus radius and the «; terms are the diffusion
parameters.

In TALYS the parametrization of Koning-Delaroche [89] is implemented for
neutrons and protons. This is applicable for the mass region A=24-209 and over
the energy range E=1 keV-200 MeV. TALYS also provides the ability of replacing
the Koning-Delaroche optical potential with the semi-microscopic optical potential of
Bauge [90,91] (TALYS keyword “jlmomp y”). This is a spherical potential for nuclei
in the mass region A=30-240 and for the energies 10-200 MeV.

For the deuteron, triton and helion particles the default option of TALYS for the
optical potential is based on a folding approach of the neutron and proton optical
potential as proposed by Watanabe [92,93]. For the a-particles the default option of
TALYS is the optical potential of V. Avrigeanu [94].

In TALYS all the optical model calculations, such as the transmission coefficients
calculations and the calculations of direct reactions, are performed by the ECIS-06
code [95], which is incorporated as a subroutine.

6.2.4 ~v-ray Strength functions

The ~-ray emission is a universal channel that can accompany the emission
of any other particle. Therefore, the v-ray transmission coefficients enter the
Hauser-Feschbach calculations so as to take into account the competition of the ~
emission with other particles.

The transmission coefficient of a y-ray with multipolarity ¢ and energy £, is given
by the Eq. 6.12:

Txo(E,) = 2 fxo( E,) B2 (6.12)

In Eq. 6.12 X stands for the type of the electromagnetic radiation (X=E for
electric radiation or X=M for magnetic radiation), whereas fx;(E,) is the so-called
~-ray strength functions.
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In TALYS the «-ray strength functions are calculated according to the Brink-Axel
Lorentzian model [96,97]. For the £ multipolarity which is the dominant radiation
TALYS disposes eight options:

e Kopecku-Uhl Generlized Lorentzian model [98] (TALYS keyword “strength 17,
default option for incident neutrons)

e Brink Axel Lorentzian model [96,97] (TALYS keyword “strength 27)
e Hartree-Fock BCS tables (TALYS keyword “strength 3”)

e Hartree-Fock-Bogolyubov tables [99] (TALYS keyword “strength 47)
e Goriely’s hybrid model [100] (TALYS keyword “strength 5”)

e Goriely T-dependent HFB (TALYS keyword “strength 6”)

e T-dependent RMF (TALYS keyword “strength 77)

e Gogny DIM HFB+QRPA (TALYS keyword “strength 8”)

6.2.5 Level density models

The residual-nucleus that is produced after the compound-nucleus decay is left at
excitation energy E,. However, there are several nuclear states with excitation energy
E.., which differ in the total spin J and in parity II. The existence of different states
with the same excitation energy can be expressed in terms of the level density.

In reality, the compound-nucleus has a possibility to decay in each of these
states. Therefore, in the Hauser-Feschbach calculations the transmission coefficients
are calculated in terms of the level density:

E;+3AE,
SThyB)>= [ B LIDAES TS (E) (6.13)
E,—iAE,

For the majority of nuclei, experimental information about the level density

is available for low excitation energies, where the discrete states are known. For

higher energies where discrete states are unavailable or the knowledge about them is

incomplete, several theoretical level density models have been developed. The TALYS

code provides the ability of selection among six models, three phenomenological and

three microscopic. Each of them will be discussed below.

6.2.5.1 The Fermi Gas model

Before presenting each phenomenological level density model of TALYS, it is useful
to talk about the Fermi Gas level density model, since this is related to all of them.
This model is based on the two principles that the levels are equally spaced and the
collective effects are absent. Based on this model, the level density is obtained by Eq.
6.14:
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1
pr(Ee, 1T = S Ri(Ee, 1) () (6.14)
where

the factor % corrects for the equiparity distribution

2

J+3)
Rp(E,, J) = Ztte” 27 is the Fermi gas spin distribution

pRUE,) = \/2170\1/—2%“1;2 is the total Fermi Gas level density over alls spins and
ol 4
parities

The term U that appears in the above equations is called effective excitation energy
and it is related to the true excitation energy E, via the formula: U = E, — A, where
A is the pairing energy, which simulates odd-even effects.

The parameter « is called level density parameter. For this parameter TALY'S uses
the theory of Ignatyuk [101], which introduced for the first time the energy dependent
level density parameter « in order to take into account the existence of shell effects
at low excitation energies and their damping as the excitation energy increases:

1—e Y
a=alE)=a(l+ 5WT) (6.15)
where
0W is the shell effects correction energy
v is the shell effects damping parameter as the excitation energy increases
& is the asymptotic level density value of the parameter (& = a(E, — o0))

The o2 parameter is called spin cut-off parameter and it refers to the width of the
angular momentum distribution of the level density.

6.2.5.2 The Constant Temperature model

The first phenomenological level density model of TALYS is the Constant
Temperature model (CTM) (TALYS keyword “ldmodel 17, default option), which
is also known as the Gilbert-Cameron formula [102]. This model is based on the
fact that the exponential function of Eq. 6.16 has been proven to reproduce the
experimental discrete levels at low excitation energies.

1 E.—Eg

Perar(Ba) = e T (6.16)
Therefore, in this model the level density is divided into two parts: at low energies

a Constant Temperature law is applied, whereas for higher energies the level density
is described through the Fermi Gas theory:

1
p(Ex,J, H) = §RF(Ex’J)pg%M(Ex)aEz < Em (617)
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p(Ey, J,31I) = pp(E,, J,11), E, > Ey (6.18)

E)s is the matching energy between the two theories. The three constant terms 7',
Ey and E); are calculated by the continuity equations of the level densities and their
derivatives at Fy; and by the condition that the constant temperature law reproduces
the experimental discrete levels at low excitation energies.

6.2.5.3 The Back-Shifted Fermi Gas model

The second phenomenological model of TALYS is called Back-Shifted Fermi Gas
model (BSFG) (TALYS keyword “ldmodel 27). In this approach the Fermi Gas
theory is applied over all energies. The issue on this assumption is that the level
density becomes infinity at zero excitation energy (see Eq. 6.14). This problem is
solved through the theory of Grossjean and Feldmeier [103], which was applied by
Demetriou and Goriely [104]. This work, which has been adopted by TALYS, proposes
the calculation of the level density as following:

Pl (B) = | + o™ (619

where

2
p(](t) — € (Oén + ap) e4anapt2 (620)

240 | /anqy

In the above equation «,, = a;, = § and t is so called thermodynamic temperature
and it is equal to t = \/g

6.2.5.4 The Generalized Superfluid model

In the Generalized Superfluid model (GSM) (TALYS keyword “ldmodel 3”), the level
density is distinguished into two energy parts. In the high energy region the Fermi Gas
model is applied with a different parametrization than in the Constant Temperature
and the Back-Shifted Fermi Gas models. For low excitation energies, it is considered
that the level density is affected by pairing correlations which cause a superfluid
behavior [105,106]:

1 /
p(Ee, JT1) = SRp(Ey, )ik (B2), U < Uo (6.21)
1 /
p(E,, J, 1) = §RF(Ex, J)pHE,), U > Uc (6.22)
where,
o 1 e’
PG5 (Ex) (6.23)

~ Varo V(D)

68



The superfluid behavior is applied below a critical energy Ugs which is defined
based on thermodynamical functions. The entropy of the nucleus S and the
determinant D are defined in terms of Ux and U', where U’ is the effective excitation
energy:

To U’

S =S,—— 6.24
T U4 (6.24)

U U’
D=Dr—(2 — —)? 6.25
CUC( Uc) (6.25)

In the equations above So and D are the critical entropy and the critical
determinant, whereas T and T are the critical temperature and the temperature
below Ug, respectively. These quantities are deduced from the theory of
thermodynamics. The spin cut-off parameter, o2, of Eq. 6.23, is obtained by Eq.
6.26, where o2 is the spin cut- off parameter at the critical energy.

’

U
2 2
= of, 0
This model resembles the Constant Temperature model due to the distinguishing
between two energy regions. However, in Generalized Superfluid model this
distinguishing follows the theory and it is not based on the experimental evidence
about the discrete levels.

o

(6.26)

6.2.5.5 Microscopic Level Density models

In TALYS three microscopic level density models are incorporated based on
Hartree-Fock calculations:

e microscopic model 1: S. Goriely et al. [107] (TALYS keyword “ldmodel 4”)
e microscopic model 2: S. Goriely et al. [108] (TALYS keyword “ldmodel 5”)

e microscopic model 3: S. Hilaire et al. [109] (TALYS keyword “ldmodel 6”)

6.3 The TALYS calculations

The TALYS calculations were validated through the comparison with the
experimental data of the present work. In particular, it was investigated the
performance of the code by modifying the default options for the theoretical models
as described in Section 6.2. The validation procedure was based on three steps. At
each step only one component was modified so as to track the impact of the different
models on the calculated excitation functions:

e Fist step: adoption of different level density models.
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e Second step: adoption of different pre-equilibrium models for each level
density model.

e Third step: adoption of different y-ray strength function models of the E1
transition for each level density model.

In addition to the above, the behavior of the calculations was investigated by
changing the nucleon optical potential of Koning-Delaroche to the semi-microscopic
potential of Bauge by keeping fixed the rest of the models. However, this change did
not affect remarkably the theoretical trends.

It has to be mentioned that in the TALYS calculations performed in the present
work the the full j,¢ coupling was considered in the Hauser-Feshbach theory (TALY'S
keyword: “fullhf y”).

6.3.1 Adoption of different level density models

Firstly, calculations were performed for the six level density models of the code by
adopting the default options for the rest of the models. The results are illustrated in
Figure 6.3.
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Figure 6.3: The TALYS calculations corresponding to the different level density
models for (a) the '62Er(n,2n)'®' Er reaction, (b) the *Dy(n,2n)"*’Dy reaction, (c)
the '9Ho(n,2n)'**Ho™ reaction and (d) the 'Ho(n,2n)"*Ho? reaction.

For the (n,2n) reaction channel on the '®?Er isotope the best reproduction of the
present data is achieved adopting the Back-Shifted Fermi Gas model. The Constant
Temperature model fails to reproduce the high energy measurements. An important
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outcome of the Figure 6.3 is that the Generalized Superfluid model underestimates
significantly the cross section for the whole energy range. As far as the microscopic
level density models are concerned all of them reproduce the present data in the high
energy region above 17 MeV, but none of these yields good results with respect to
the experimental data of the present work at near threshold energies.

The Generalized Superfluid model is also characterized by a very poor performance
when the 'Dy(n,2n)"*Dy reaction is concerned. The rest of the models are
compatible with the present measurements.

On the other hand, for the '"Ho(n,2n)'**Ho™ and '%Ho(n,2n)'**Ho? reactions
the theoretical line of the Generalized Superfluid model is the most satisfactory with
respect to the data of the present work for both reaction channels. Among the rest
of the models, only the microscopic model of S. Hilaire et al. (2012) has a good
agreement with the present measurements of the Ho(n,2n)"**Ho? reaction.

6.3.2 Adoption of different pre-equilibrium models for each
level density model

1. 192Er(n,2n)'*' Er reaction

Based on Figure 6.4 the following remarks can be made:

e The “preeqmode 17 and “preeqmode 2”7 (default option) models for
the pre-equilibrium mechanism produce compatible results over the whole
energy range and for all level density models. This feature is also common
for the calculations presented in Figures 6.5, 6.6, and 6.7.

e The behavior of the Constant Temperature model is improved when
it is combined with the “preeqmode 3” or the “preeqmode 4”7 models.
The results of this combination are in agreement with the present
measurements.

e The Back-Shifted Fermi Gas model presents a good behavior with the
present data when it is combined with the “preeqmode 17, “preeqmode 2”
(default option) and “preeqmode 4”7 models.

e On the other hand, when the Generalized Superfluid model is adopted any
kind of pre-equilibrium model cannot provide a satisfactory reproduction
of the experimental data.
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Figure 6.4: The TALYS calculations for the '%2Er(n,2n)'*'Er reaction corresponding
to each level density model combined with different models for the pre-equilibrium
mechanism.

2. 1Dy (n,2n)"*’Dy reaction

From Figure 6.5 it is concluded that:

e The present data are still reproduced via all the theoretical trends
excluding the ones that are based on the Generalized Superfluid model.
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Figure 6.5: The TALYS calculations for the "*Dy(n,2n)"*’Dy reaction corresponding
to each level density model combined with different models for the pre-equilibrium
mechanism .

3. 1Ho(n,2n)'**Ho™ reaction

From Figure 6.6 it results that:

e Only the Generalized Superfluid model, when it is combined with the
“preeqmode 1”7 and “preeqmode 2”7 (default option) models, has a good
agreement with the present data both at the low and the high energies.
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Figure 6.6: The TALYS calculations for the '%Ho(n,2n)'**Ho™ reaction corresponding
to each level density model combined with different models for the pre-equilibrium
mechanism.

4. '%Ho(n,2n)'"**Ho’ reaction

According to Figure 6.7 it results that:

e The Generalized Superfluid model has a good agreement with the present
data both at the low and the high energies, when it is combined with
the “preeqmode 1”7, “preeqmode 2” (default option) and “preeqmode 4”
models for the pre-equilibrium mechanism.

e The behavior of the microscopic level density model proposed by S. Hilaire
et al. (2012) is satisfactory relevant to the present measurements only when
it is combined with the “preeqmode 17, “preeqmode 2” (default option)
and “preeqmode 4”7 models.
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Figure 6.7: The TALY'S calculations for the '%*Ho(n,2n)"**Ho? reaction corresponding
to each level density model combined with different models for the pre-equilibrium
contribution to the compound-nucleus mechanism .

6.3.3 Adoption of different y-ray strength function models of
the E1 transition for each level density model

1.

161 .
162Er(n,2n) " Er reaction

Based on Figure 6.8 the following features result:

e The calculations based on the Back-Shifted Fermi Gas model are in
agreement with the present data when they are combined with the

“strength 17 (Kopecky-Ulh model, default option),

“strength 8” models.

e The -calculations using the

disagreement with the data of the present work.

5

“strength 5” and

Generalized Superfluild model are in



e By adopting the microscopic level density model of S. Goriely et al. (2001)
(microscopic model 1) combined with the“strength 8” model the present
data are reproduced both at the low and the high energy region.

e By using the microscopic level density model of S. Hilaire et al.

(2012)

(microscopic model 3) the present data are reproduced for the following

~y-ray strength functions:
models.
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Figure 6.8: The TALYS calculations for the '%2Er(n,2n)'*'Er reaction corresponding
to each level density model combined with different models for the ~-ray strength
functions of the E1 transition.

2. 1Dy (n,2n)"*’Dy reaction

Based on Figures 6.11 the following feature results:
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e The experimental data of the present work are reproduced via all the
theoretical trends excluding the ones based on the Generalized Superfluid
model.  This models still seems to underestimate significantly the
experimental measurements.
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Figure 6.9: The TALYS calculations for the 15”6Dy(n,2n)155Dy reaction corresponding
to each level density model combined with different models for the vy-ray strength
function of the E1 transition.

3. 1Ho(n,2n) **Ho™ reaction

As fas as the '"Ho(n,2n)"**Ho™ reaction is concerned it is concluded that:

e The level density calculations using the Generalized Superfluild model
combined with the ~-ray strength function model “strength 17
(Kopecky-Uhl, default option) are in better agreement with the data
of the present work.
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Figure 6.10: The TALYS calculations for the !®Ho(n,2n)'**Ho™ reaction
corresponding to each level density model combined with different models for the
~-ray strength function of the E1 transition.

4. '%Ho(n,2n)'"**Ho’ reaction

164 o
As fas as the '®Ho(n,2n)""Ho? reaction is concerned:

e The calculations using the Generalized Superfluild model are closer to the
experimental data of the present work when combined with the “strength
17 (Kopecky-Uhl, default option), “strength 2” and “strength 5” models.

e Concerning the microscopic level density models better agreement with
the experimental data of the present work is achieved using model of S.
Hilaire et al. (2012) combined with the “strength 17, (Kopecky-Ulh model,
default option), “strength 5” and “strength 8” models.
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Figure 6.11: The TALYS calculations for the !%Ho(n,2n)'**Ho? reaction
corresponding to each level density model combined with different models for the
~-ray strength function of the E1 transition.
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6.3.4 The final TALYS results

The combinations of models that result in the best reproduction of the present
measurements are summarized in Table 6.1:

Table 6.1: The combination of TALYS models that better reproduce the
present measurements of the (a) 'S2Er(n,2n)'*'Er, (b) "*Dy(n,2n)"’Dy, (c)
165Ho(n,2n)'* Ho™ and (d) *%Ho(n,2n)"*Ho? reactions.

level density pre-equilibrium mechanism level density ~-ray strength function
for the E1 transition
é‘ﬂ Constant Temperature preeqmode 3
= preeqmode 4
& Back-Shifted Fermi Gas preeqmode | Back-Shifted Fermi Gas strength 1
Gl preeqmode 2 strength 5
& preeqmode 4 strength 8
2 S. Goriely et al. (2001) strength 8
= s. Hilaire et al. (2012) strength 3
strength 4
strength 7

&

E any combination of models any combination of model

& that excludes the that excludes the

\5/, Generalized Superfluid model Generalized Superfluid model

5

5

jas}
g

2 Generalized Superfluid model preeqmode 1 Generalized Superfluid model strength 1
k=1 preeqmode 2

jas}

3

o)

)
= Generalized Superfluid model preeqmode 1 Generalized Superfluid model strength 1
g preeqmode 2 strength 2
E preeqmode 4 strength 5
3

g S. Hilaire et al. (2012) preeqmode 1 S. Hilaire et al. (2012) strength 1
= preeqmode 2 strength 5
- preeqmode 4 strength 8

6.4 The Generalized Superfluid model for the Er
and Dy stable isotopes

A general conclusion that can be drawn is that when the neutron deficient isotopes,
162Fr and %Dy, are considered, the Generalized Superfluid level density model
seems to fail to reproduce the experimental data of the (n,2n) reaction channel. In
general, the calculations based on this model underestimate significantly the present
measurements, as well as the measurements reported in previous works [17]. In an
attempt to investigate if this behavior is also noticed for all the stable isotopes of Er
and Dy, the TALYS calculations of the (n,2n) reaction for the Generalized Superfluid
level density model combined with the default options for the rest of the models are
presented in Figures 6.12 and 6.13 for all the stable isotopes of Er and Dy. In these
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Figures the TALYS results are illustrated along with the ENDF /B-VIIL.0 library [39]
and the experimental data [17], when these are available.
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Figure 6.12: The TALYS calculations of the (n,2n) reaction based on the Generalized
Superfluid level density model along with the ENDF/B-VIIL.O library [39] and the

experimental data [17], when these are available, for each one of the stable isotopes
of Er: (a) '%Er, (b) '“Er, (c) °Er, (d) '“Er, (e) '®Er and (f) '"™Er.
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Figure 6.13: The TALYS calculations of the (n,2n) reaction based on the Generalized
Superfluid level density model along with the ENDF/B-VIIL0 library [39] and the
experimental data [17], when these are available, for each one of the stable isotopes
of Dy: (a) "Dy, (b) ***Dy, (c) "Dy, (d) **'Dy, (e) ***Dy, (f) ***Dy and (g) *'Dy.

From Figures 6.12 and 6.13 it results that the performance of the model fails for
the lightest isotopes.
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6.5 '®Ho(n,2n)'""Ho reaction: The angular
momentum distribution and the ground to
isomeric cross section ratio

The direct observation of the relative feeding of the ground and the isomeric state
of 1%Ho, product-nucleus of the '*Ho(n,2n) reaction, is a sensitive probe so as to
understand the impact of the spin distribution of the excited states on the reaction
rates. For this reason, the “Rspincut” keyword (default value=1) of TALYS was
utilized. This is a multiplication factor of the spin cut-off parameter o?. This
parameter represents the width of the angular momentum distribution of the level
density.

In Figures 6.14 and 6.15 can be seen the theoretical trends of each
phenomenological level density model for “Rspincut=1" (default value),
“Rspincut=0.7" and “Rspincut=0.5" for the isomeric state and the ground state
cross section, respectively. As can be seen even when “Rspincut” is reduced to 0.5
(half of its original value), still only the Generalized Superfluid model reproduces the
present data over all energies for both reaction channels.
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Figure 6.14: The TALYS calculations for the 165H0(n,2n)164H0m reaction
corresponding to different values of the “Rspincut” parameter for (a) the Constant
Temperature model, (b) the Back-Shifted Fermi Gas model and (c) the Generalized
Superfluid model.
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s s s 2\0 s P
Neutron Energy (MeV)
Figure 6.15: The TALYS calculations for the !%Ho(n,2n)'**Ho? reaction
corresponding to different values of the “Rspincut” parameter for (a) the Constant

Temperature model, (b) the Back-Shifted Fermi Gas model and (c) the Generalized
Superfluid model.

In Figure 6.16 the ratio of the ground to the isomeric state cross section is
presented for all the level density models and for different values of the “Rspincut”
parameter when the phenomenological level density models are concerned. As can be
seen all the ratios resulting from all the theoretical trends are compatible with the
measurements of the present work.
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Figure 6.16: The TALYS calculations for the ratio of the ground to the isomeric state
cross section of the 165Ho(n,2n)164Ho reaction corresponding to different values of the
“Rspincut” parameter for (a) the Constant Temperature model, (b) the Back-Shifted
Fermi Gas model and (c) the Generalized Superfluid model. Figure (d) presents the
ratio as results from the microscopic level density models.

In this point it has to be clarified that TALYS determines the parametrization of
level density models through an optimization procedure, as described in Ref. [110],
where the mean s-wave neutron level spacing at the neutron seperation energy, Dy, and
the experimental discrete levels are taken into account. The change of the “Rspincut”
parameter affects the spin cut-off parameter, whereas the remaining parameters of the
models, such as the energy dependent level density parameter o and the shell effects
damping parameter -, remain invariable. Therefore, when the “Rspincut” keyword is
modified, the observables are not necessarily reproduced. The applied modifications in
“Rspincut”, thus, aim at testing the sensitivity of the ground and isomeric state cross
section to the spin distribution rather than suggesting an alternative level density
models parametrization.

85



Chapter 7

Summary and Discussion

Within the present work, the:
o 192Er(n,2n)' " Er
e 5Dy(n,2n)" Dy
e '%Ho(n,2n)"**Ho?

e '6Ho(n,2n)"**Ho™

reactions were measured at the neutron beam energies mentioned in Table 2.1
via the activation technique relative to the '97Au(n,2n)'*®Au, 2"Al(n, «)*Na and
9Nb(n,2n)”’Nb™ reference reactions. The results are summarized in Table 5.1.

The irradiations were performed at the 5.5 MV Tandem Van de Graaff accelerator
of the Institute of Nuclear and Particle Physics at N.C.S.R. “Demokritos”. The low
energy neutron beams (10.1-11.3 MeV) were produced via the DD reaction, whereas
the neutron beams at higher energies (17.1-19.6 MeV) were produced via the DT
reaction. Following the irradiations the induced activity of the samples was measured
via ~y-spectroscopy using HPGe detectors.

In the present work the full advantage of the power and accuracy of the
GEANT4 toolkit was taken for the characterization of the HPGe detectors and the
determination of their efficiency. In addition, a peak analysis and unfolding method
for low energy ~-ray spectroscopy based on the GEANT4 simulation of the ~-ray
spectrum is presented. This method was utilized for the determination of the actual
counting integral of the ~-transition of '*Ho™ at 37.3 keV. This photopeak was
contaminated by Ge X-ray escape peaks. Furthermore, the neutron beams produced
at “Demokritos” were simulated through the GEANT4 toolkit by taking into account
the full geometry of the primary targets (Do gas cell and TiT target), as well as the
deuteron beam line.

The present thesis concerns a systematic study of the (n,2n) reaction channel for
the isotopes: %2Er, %Dy and '%Ho, which belong to medium-to-heavy mass region.
In an attempt to understand the theoretical calculations performance for this mass
region, extensive calculations were executed using the TALY'S code. Calculations were
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performed in order to investigate the sensitivity of the calculations when different
models are considered, as well as to identify the optimum combination of models
that better reproduces the measurements. In the basis of the TALYS calculations the
following remarks can be drawn:

e The highest changes in the calculated excitation functions are noticed when
different models are considered for the level density.

e The performance of the level density models can be improved when they are
combined with different models for the pre-equilibrium emission and the y-ray
strength functions of the E1 transition.

e The replacement of the optical potential of Koning-Delaroche with the
semi-microscopic potential of Bauge did not reveal remarkable changes in the
excitation functions of the reactions under study.

e The Generalized Superfluid model fails to describe the excitation function of
isotopes that belong to the limits of the valley of stability. In particular, its
performance deteriorates when the lightest stable isotopes of the Er and Dy
elements, %?Er and '*°Dy, are considered. On the other hand, the Generalized
Superfluid model can describe very effectively the cross section of isotopes that
do not belong to the category of neutron deficient isotopes. For example,
calculations based on this model follow the trend of the present measurements
for the (n,2n) channel on '®Ho for both the cases of populating the isomeric and
the ground state of 1%*Ho. In addition, its optimum behavior for not neutron
deficient isotopes has also been discussed in Ref. [111]- [113], where the study of
the (n,2n) reaction channel for the °7Au, 19 Ir and 1%Ir isotopes is presented.

e The optimum combinations of models that better reproduce the present
measurements are given in Table 6.1.

In the future, it will be really interesting to extend the cross section measurements
of the (n,2n) reaction in the medium-to-heavy mass region. Some candidates for this
study are the 1271, 33Cs and '3¢Ce isotopes for which some preliminary tests about
the feasibility of the experiments at the Institute of Nuclear and Particle Physics of
“Demokriros” have already been performed [114,115]. The obtained measurements
can be used in order to investigate if the optimum combination of models of TALYS
presented in the present thesis, as well as the remarks made about the behavior of the
models apply also to these physics cases. In this way, even more strong conclusions
will be drawn. Especially, it is challenging to investigate the performance of the
Generalized Superfluid model for ¥%Ce, since this is the lightest stable isotope of Ce.
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Appendix A

Energy diagram

The energy diagram of a compound-nucleus interaction is a schematic representation,
where the energy levels of the input and the possible output channels are presented,
considering the intermediate compound-system energy level as the level of reference.
For example, for the A + a — X* — A + a’ hypothetical reaction, a typical
energy diagram has the form of Figure Al. The excitation energy E, of the
compound-nucleus is calculated via Eq. A.1:

Ex = Sa + Ea,C’MS (Al)

where S, is the binding energy of particle a in the X* compound-nucleus and
E..cums is the energy of the particle a at CMS (Center of Mass System). The binding
energy S, is equal to:

S = A(A) + Aa) — A(X?) (A.2)

The abbreviation A stands for the mass excess of the corresponding nuclei. The
energy of particle v at CMS is approximated using non-relativistic kinematics as
follows:

A

Eocms = Ea,Lab * I (A.3)
X*

where A stands for the mass numbers of the corresponding nuclei and E, 45 is
the energy at the laboratory system.
The output channels energy levels are calculated via Eq. A.4:

! /

Ep = A(X*) = Ad) = A(A) (A4)
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a,CMS,

A+a

A+a

X*

Figure Al: A typical energy diagram of an hypothetical reaction A+a — X* — A'+a.
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Appendix B

Standard equation of activation
technique

For the measurement of the cross section of a nuclear reaction at a specific energy
through activation technique, the sample is irradiated with mono-energetic beam.
During irradiation several nuclear reactions are induced depending on the isotopes
that are present in the sample, the beam flux and the cross section of the induced
reactions at the beam energy. For a particular nuclear reaction the activated nuclei

production rate < during the irradiation time (f;,) is given by the following
equation:
dNac
p L= g% f(t)* Np — A Noo (B.1)
where,

o is the reaction cross section

f(t) is the beam flux at a moment t

Nr is the number of target-nuclei in the sample
A is the decay constant of the activated nuclei

By solving this equation the number of activated nuclei at the end of the irradiation
can be deduced:

—dlzlf;“t xeM =g * f(t) * Npx e — X% Ny * M =
—d]g‘gcf % eM 4+ X x Nyoy x N =g f(t) % Np * eM =

dNgect At deMt At
et s @M 4 Nogp * 5= = 0 % f(t) * Np e =

d(fv%tt*@”):a*f(t)*NT*ekt

Integrating from the t=0 (irradiation start) to a moment t:
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fo N“Ztt*e fo o * f(t) * Np x eM)dt =
Noyer €M fo o * f(t) * Npx e)dt =
Nact = 0 * N * fo(fT =

Nyt = 0 x Np % fot(f(t) * M) dt x e N

I f(t)dtilz

Multiplying with T rod—

Nact:a*NT*fg(f( )dt*ﬁig x e M

At the end of irradiation (¢ = t;,.) the number of activated nuclei is given by the
following equation:

No=0x®x Npx fp (B.2)

where, ® = fo " f(t)dt is the total irradiation flux and

tirr M\t
t) x eMdt
f() f( ) € * e—Atim«

fB - fotwr f(t)dt

The factor fp corrects for the activated nuclei decay during irradiation.

After the irradiation ends, the activated samples are transfered to an appropriate
detection system in order to measure the induced activity. Before the measurement
starts, a time interval mediates, called “waiting time” (t,,). This time is equal to the
time needed for the dismount of the samples from the irradiation set-up and their
placement in the detection set-up. In addition, some extra time is needed before
entering the irradiation room for radio-protection reasons.

During t,, the activated nuclei decay according to the decay constant A:

N = Ny s e M (B.4)

During the measurement time, the cps (counts per second) recorded by the
detector are given via the following equation:

cps:cii—];[*s*l (B.5)

where,

I is the intensity of the emitted radiation
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¢ is the efficiency of the detector

. dN :
Following the decay law <= = A x N:

cps = Ak« N xexl =

t

eps =Ax Noxe Msex]

Integrating for the time interval between the measurement start (¢,,) and end

(tw +tm):

tw+itm ef)\t

counts = A * No*xex* I x [,

=
counts = Noxex [ (B*Atw _ e—A(twﬂm)) —

counts = Ny * € x [ x e Mw x (1— e—/\tm)

The last equation provides the number of counts that have been recorded at

the end of the measurement. Usually, the counts have to be corrected in order to
obtain the actual activity of the sample. These corrections are usually related to
the detection system dead-time, the self-attenuation effect, the coincidence-summing
effect etc. By denoting with C the factor that corrects for all the phenomena that

have been observed, the actual activity is equal to:

A=counts* C = Nyxexxe M x (1 —em)x(C (B.6)

By combining Eqs. B.2 and B.6 the standard equation that provides the cross
section in the activation technique is obtained:

counts x C
g =
O NpkexIxeMux (1 —eAm)x fpg
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Appendix C

The fp correction factor

The fgp factor, which corrects for the activated nuclei decay during irradiation, is
determined as following;:

1. for constant flux f(t) = &:

f . fotirr f(t)*e)‘tdt
Jom (@)t
t;rr e)\tdt

— J
fBi@* q(;fotirrdt

sk e_Atirr :>

* e_)\tirr :>

1 (6)\1’”‘7 — 1)

fp=1 « oM =

tirr

(1 — €_>\tirr)

fB - )\ * tirr

(C.1)

2. for non-constant flux the integral in Eq. B.3 has to be replaced with a sum
over different time intervals:

fot"’" F(t)xe tdt 2\
fB = T o, X
fozm" f(t)dt
f = S HOeS

lower /(DAL

In this case the fp factor is calculated by a code developed in the C++ programming
language which takes into account the fluctuations in the neutron beam. The code is
presented below:
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/*this C++ code calculates the correction factor fB for the case of non-constant
flux */

# include <iostream>
# include <cmath>

# include <fstream>
using namespace std;

int main ()

char filename[20]; //File with neutron beam fluctuations

double half_life; //Half-1ife of the populated isotope

double lamda; //Decay constant of the populated isotope
double Irradiation_time; //Irradiation time

int number_of_channels; //number of channels;

double dt; //time interval corresponding to each channel

double flux[5000],ch[5000];

double sum_1=0., sum_2=0.;

cout<<"give the half-1life in seconds: ";
cin>>half_life;

lamda=log(2)/half_life;

cout<<"give the name of the file: ";
cin>>filename;

cout<<"give the number of channels: ";
cin>>number_of_channels;

cout<<"give the total irradiation time in seconds: ";
cin>>Irradiation_time;

cout<<"the time interval of each channel ";
dt=Irradiation_time/number_of_channels;
double fb;

ifstream infile;

infile.open(filename);

for (int i=0;i<number_of_channels;i++){
infile>>ch[i]>>flux[i];

for(int j=0; j<number_of_channels; j++){
sum_2=sum_2+flux[j];
sum_1=sum_1+flux[j]*(exp((j+1)*lamda*dt)-exp((j)*lamda*dt));

b
fb=(exp(-lamda*Irradiation_time)/(lamda*dt))*(sum_1/sum_2);

cout<<"the correction factor for non constant flux is: ";
cout<<fb<<"\n";

cout<<"the correction factor for constant flux is:"<<(1-exp(-
lamda*Irradiation_time))/(lamda*Irradiation_time)<<"\n";

b



Appendix D

Equation of activation technique
when the population from an
isomeric state is considered

There is the case where the induced reaction populates not only the ground state, but
also one or more isomeric states which decay to the ground state. These cases often
demand a different handling according to the half-life of the corresponding states:

e The half-life of the isomeric state (7; 1’72) is too short in comparison with the
half-life of the ground state (77,,) and the irradiation time (77}, << T}, and
T{?}Q << tirr)-

In this case the activated nuclei production rate is given by the following equation:

ngct m el
7:ag*f(t)*NT—i—)\m*Nact—)\g*NaCt (D.1)
where,
N? . is number of nuclei that are activated in the ground state

N", is number of nuclei that are activated in the isomeric state

o, is the cross section for the population of the ground state
Om is the cross section for the population of the isomeric state
Ag is the decay constant of the ground state

Am 18 the decay constant of the isomeric state

Due to the fact that ¢;,., >> Tl% the saturation activity of the isomeric state is

reached very soon after the beginning of the irradiation and A, * N, = o, * f(t)* Nr:
d];f(gct =0, % f(t)* Np+ 0 % f(t) ¥ Np — Ay N2, =

Wt = (0 + 0m) % f(t) # Np — Ay % NIy =
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dN?
dZCt = 0ot * f(t) % Np — Ny * NI, (D.2)

Eq. D.2 is similar to Eq. B.1. The only difference is that the cross section of
the nuclear reaction is the the sum of the cross sections for the population of the
ground and the isomeric states. By following the mathematical process described in
Appendix B, Eq. B.7 will be obtained.

e The ground and the isomeric state have similar half-lives (177, ~ Tj /2) Now
Am * Noet # 0 % f(t) * N7 because the saturation activity of the isomeric state
will not be reached soon since the beginning of the irradiation:

dN?
d;d =o0,% f(t) * Npr + A\, — Ay ¥ Niy = (D.3)
d];/fct — f( )* NT _ )\ * Ngct + )\m % Um*f(t)*Nf*(l—e*Amt)
u.ct—'—)\ *N t—o'g*f()*NT+O'm*f(t)*NT*(1_€—>\mt):>
dd‘wt ket + N,k NI ket = o, % f(t)* Npxer' +0,, % f(t) « Npx (1 —e ) xetol =
d(NgcCtl;keAg = g, f(t) * NT % eAgt + 0, % f(t) " NT * (e)\gt _ e)\gt—)\mt> =
fo “C;:e ot fo 0% f(t)* Npxehot dt—i—fo (O * f(t) % Npx (etol — erat=Amt))dt =
NZy et = g% Np s (fj (f(£)*€XV)dt) + o % Np s (fy (f(£) (X9t — ot Amt))dt) =
NQ _

act —

0g* N x (f(f(f(t) x eral)dt) x e Mt + o, % Ny x (fg(f(t) * (et — Aot =Aml))t) x e~ et =

N&, = 0y % Np s (f1(f(t) % eo')dt) * I FOdE Xt g N (1) % (Xt —

Jo f(tt)dt
Agt—Amt Jo f®dt ¢
e ))dt) fgf(t)dt ke Ml =
t Agt_oAgt—Am
N?, = = 0g% Np* dx* (—fo )dt) ke Mt 4 o, % Np ok D x Jo (O fgtf(t)dgtt D)dt * e Aot

Jo I

At the end of the irradiation time (t=t;..) the nuclei which are activated in the
ground state are obtained by Eq. D.4:

Ng

og% Ny *@*(%W)* atirr 4 g% Ny B GOk

)\gt Agt )xmt))dt

,)\ t‘
* glirr
f " f (o) € =
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Ngzag*NT*(I)*f;—l—am*NT*(I)*fc (D.4)

where,

N S O R L .
I = r e
fozr'r‘ f(t)dt

[7m £ (t) * edetat

0 LI F(t) 5 eQomAmtqy

T ! - 5 e Notirr D.6
Jo"m F(t)dt Jo' F(B)dt o)

The population from the isomeric state is taken into account during the “waiting
time”:
AV = N * Ny — Mg % N, =

dt
TE + Xy Ny = A % Ny, =

dé\ig*eAg + Ag * Ny % ettt = N\, % N, * eMt =

_Agtirr _

fe=

gepAgl
%—)\ % N, % etvt =

I Ng;fg = [3 A * Ny % Mt)dt =
N9 xert — N§ =\, * fo (NF % e7Amt 5 erat)dt =

N9 s At — N§ = Ny 5 N x [ eQa=2mt gt =

Am
N9 = N§ x e + ok NI s ePoAm)t (D.7)
g m

where NJ" is the number of nuclei activated in the isomeric state at the end of the
irradiation (calculated by Eq. B.2).
During the measurement measurement time (t,,):

CpS—dN xggx Iy =

cps = Ngx N9 xegx [, =

where,
I, is the intensity of the emitted radiation
g4 in the efficiency of the detector

Eq. D.7 is substituted to the above equation:
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CpSg—)\ *(Ng*e)\gt‘l— *N(q)n*e(AQ )\M))*EQ*IQZ>
counts, = eg % Iy % Ay * ft“’+tm 9 g e Nt | % « NI 5 Qo= Am)t) g =

counts, = g, % I, x Ay x (N * fttw+tm “Aaldt 4 N [T /\g{";m s ePa—Amltdt) =

_ 9 1 (o=Agtw _ o—Ag(twttm) m o, Am 1, (o=Ambw
countsg—ag*lg*)\g*(]\fo*Ag(e gtw — g~ Ag(tw m)—i—NO */\Q_Am*(/\m*(e mlw

e—Am(tw—i-tm)) _ % * (e—Agtw _ e—Ag(thrtm)))) =

counts, = €, % I, % X\, % (N§ * /\g x e Motw 5 (1 — e Mabm) 4 NI % Angm * (e7Ambw x (1 —
_Amtm) o >)\\_7: * e—/\gtw * (1 _ e—Agtm))) =
counts, = €, % I, (N§ * e Aotv x (1 — e7Nolm) 4 N « ﬁ (A x e Mmbv 5 (1 —
e_Amtm) J— Am k e_)‘gt’w *k (1 R e_Agtm)))

The actual activity due to the decay of the ground state is given by Eq. D.8, where
the factor C, as previously, corrects for the detector dead time, the self attenuation,
the coincidence-summing effect etc.

Ay = C xcountsy = C * (g% Iy % (N % e 9" % (1 — e~ obm) (D.8)

FNF s 5 % (A ke v s (1 — e rmim) — X\, % g7 29w sk (1 — emotm))))

The formula which provides the cross section of the ground state is obtained by
combining Eqgs. B.2, D.4 and D.8 (where Eq. B.2 refers to the isomeric state):

counts,C

- T D.9
% (I)NTSQIge_Agtw (]_ — 6_>\gtm>fB ( )

1 g (g (1=emAmim) Aot (1= atm))
O_1n<f‘/3 e—rgtw (1—6_)‘975"”)
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Appendix E

The f~ correction factor

The fe correction factor is determined as following;:

1. for constant flux f(t) = &:

fotirr f(t)*(e*gt—e(’\g—’\m)t)dt

= - * e glirr
fe Sl f(e)dt
tinm by T Ag—\
fo = f017:f(t)*e gtdt “Ngtirr _ fomf(f)*d 9= m)tgy o~ Aotirr
Joirm f(t)at Joirm f(t)at
t; t; _
fo = DxJo!rT Potdt % e~ Mglirr _ i o 17 o Am)tde % e~ Mgtirr
Joir F(tydt Joirr f(t)t
f B @*ftiTT eratd N e—Agtirr _ @*f(fi”‘ e(Ag—Am)t gy . e—/\gtim«
¢ B [ dt B [T dt
Agtiprr _ X Ag=2Am)tpmp _ .
_e’gtirr—1 )\gtzrr ey irr —1 )\gtzrr
fo= Ngrtirr € e P
f 1 _ €_>\gtirr e_Amtirr _ e_)\gtirr ( )
c = E.1
)\g * tirr ()\g - )\m) * tirr

2. for non-constant flux, the integral in Eq. D.6 has to be replaced with a sum
over the flux recorded in different time intervals:

. fotirr f(t)*(e*gt—e“g”m)t)dt

—Agts
: * e~ Aobirr =
fe Joirr f(t)dt

tire tirr —Am

f — M —Agtirr _ f() f(t)*(e)\g A t)dt « e_)\gt“.r =
CT s Jr f(bat
f — Zﬁf:: f(t)*eAgtdt _Agtir'r — ;Lop'lf))j: f(t)*(eAg—A7nt)dt * e_)\gtirr =
¢ lower | (B)dt lower | ()t

The fo factor is calculated according to the following code developed in C++
language, which takes into account the fluctuations in the neutron beam. The code

is presented below:
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/*this C++ code calculates the correction factor fC for the case of non-constant
flux */

# include <iostream>
# include <cmath>

# include <fstream>
using namespace std;

int main ()

{

char filename[20]; //File with the neutron beam fluctuations
double half_life_m; //Half-1life of the isomeric state

double half_life_g; //Half-1life of the ground state

double lamda_m; //Decay constant of the isomeric state

double lamda_g; //Decay constant of the ground state

double Irradiation_time; //Irradiation time

int number_of_channels; //number of channels

double dt; //time interval corresponding to each channel

double flux[5000],ch[5000];

double sum_1=0., sum_2=0., sum_3=0.;

cout<<"give the half-life of isomeric state in seconds: ";
cin>>half_life_m;

lamda_m=1log(2)/half_life_m;

cout<<"give the half life of ground state in seconds: ";
cin>>half_life_g;

lamda_g=log(2)/half_life_g;

cout<<"give the name of the file: ";

cin>>filename;

cout<<"give the number of channels: ";
cin>>number_of_channels;

cout<<"give the total irradiation time in seconds :" ;
cin>>Irradiation_time;

cout<<"the time interval of each channel: ";
dt=Irradiation_time/number_of_channels;

double fb, fc, fd;

ifstream infile;

infile.open(filename);

for (int i=0;i<number_of_channels;i++){
infile>>ch[i]>>flux[i];

for(int j=0; j<number_of_channels; j++){

sum_2=sum_2+flux[j];
sum_1=sum_1+flux[j]*(exp((j+1)*1lamda_g*dt)-exp((j)*lamda_g*dt));
sum_3=sum_3+flux[j]*(exp((j+1)*(lamda_g-lamda_m)*dt)-exp((]j)*(lamda_g-
lamda_m)*dt));

i

fb=(exp(-lamda_g*Irradiation_time)/((lamda_g)*dt))*(sum_1/sum_2);
fd=(exp(-lamda_g*Irradiation_time)/((lamda_g-lamda_m)*dt))*(sum_3/sum_2);
fc=fb-fd;

cout<<fb<<"\n";
cout<<fd<<"\n";

cout<<"the correction factor for non constant flux is: ";
cout<<fc<<"\n";

cout<<"the correction factor for constant flux is:'"<< 1/
(lamda_g*Irradiation_time)*(1+(lamda_m*exp(-lamda_g*Irradiation_time)-
lamda_g*exp(-lamda_m*Irradiation_time))/(lamda_g-lamda_m))<<"\n";



Appendix F

GEANT4 geometry file of the
irradiation set-up in DD reaction

// Gas cell in Demokritos

#include "EfiDetectorConstruction.hh"
#include "G4SDManager.hh"
#include "G4Element.hh"

#include "G4Material.hh"

#include "G4Box.hh"

#include "G4Tubs.hh"

#include "G4LogicalVolume.hh"
#include "G4ThreeVector.hh"
#include "G4PVPlacement.hh"
#include "G4UnitsTable.hh"
#include "globals.hh"

#include "G4SystemOfUnits.hh"
#include "G4PhysicalConstants.hh"
#include "G4VisAttributes.hh"
#include "G4Colour.hh"

EfiDetectorConstruction: :EfiDetectorConstruction()

{i3

EfiDetectorConstruction: :~EfiDetectorConstruction()

{7}

G4VPhysicalVolume* EfiDetectorConstruction::Construct()

{
G4UnitDefinition: :BuildUnitsTable();

//===== elements defintion =====//

G4double a;

G4double z;

G4int iz, in;

G4double density;
G4String name, symbol;
G4int ncomponents;
G4double fractionmass;
G4int natoms;

L T T —— defining 0

a = 15.999*g/mole;
G4Element* el0 = new G4Element(name="Oxygen", symbol=" 0" , z= 8., a);
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[/ -t defining N
a = 14.007*g/mole;

G4Element* elN = new G4Element(name="Nitrogen", symbol=" N" , z= 7., a);
[/----mmm - defining Fe

a = 55.845*g/mole;

G4Element* elFe = new G4Element(name="Iron", symbol=" Fe" , z= 26., a);
[/ defining C

a = 12.0107*g/mole;

G4Element* elC = new G4Element(name="Carbon",6 symbol=" C" , z= 6., a);
[/----mmm o - defining P

a = 30.974*g/mole;
G4Element* elP = new G4Element(name="Phosphor", symbol=" P" , z= 15.,

[/ -=-mmmm - defining S
a = 32.066*g/mole;

a);

G4Element* elS = new G4Element(name="Sulfur",6 symbol=" S" , z= 16., a);

Y/ defining Si

a = 28.0855*g/mole;

G4Element* elSi = new G4Element(name="Silicon",symbol=" Si" , z= 14.,
/A defining Cu

a = 63.546*g/mole;
G4Element* elCu = new G4Element(name="Copper", symbol=" Cu" , z= 29.,

[/----mmmm - defining Al
a = 26.981539*g/mole;

a);

a);

G4Element* elAl = new G4Element(name="Aluminium", symbol=" Al" , z= 13., a);

VT E—— defining Mn
a = 54.938*g/mole;
G4Element* elMn = new G4Element(name="Manganese", symbol=" Mn" , z=

[/----mmmm - defining Ni
a = 58.693*g/mole;
G4Element* eINi = new G4Element(name="Nickel", symbol=" Ni" , z= 28.,

[/ == mmm - defining Cr
a = 51.996*g/mole;
G4Element* elCr = new G4Element(name="Chromium", symbol=" Cr" , z= 24.

// Deuterium isotope definition
G4Isotope* isoH2 = new G4Isotope(name="deuterium", iz=1, in=2, a =
.014*g/mole);

// Deuterium element definition

25., a);

, a);

G4Element* elenrichedH = new G4Element("enrichedH", "D" ,ncomponents=1);

elenrichedH->AddIsotope(isoH2, fractionmass=100.*perCent);
//===== materials definition=====//

/) ------- defining Al

a = 26.981539*g/mole;

density = 2.70*g/cm3;

G4Material* Al = new G4Material(name="Al", z=13., a, density);

/] ------- defining Pt

a = 195.08*g/mole;

density = 21.45*g/cm3;

G4Material* Pt = new G4Material(name="Pt'", z=78., a, density);
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[/----mmm - defining Ta

a = 180.94788*g/mole;

density = 16.69*g/cm3;

G4Material* Ta = new G4Material(name="Ta", z=73., a, density);

[/----mmmmm - defining Mo

a = 95.940*g/mole;

density = 10.20*g/cm3;

G4Material* Mo = new G4Material(name="Mo", z=42., a, density);

[/ defining 2H material

density = 8.3729e-2*kg/m3;

G4Material* H2 = new G4Material(name="H2", density, ncomponents=1, kStateGas,
293*kelvin, 1.25*bar);

H2->AddElement (elenrichedH, fractionmass=100.0*perCent);

[/ -=-mmmm - defining Stainless Steel
density =8.02*g/cm3;
G4Material *StainlessSteel = new

G4Material (name="StainlessSteel", density, ncomponents=5);
StainlessSteel->AddElement(elFe, fractionmass=0.6996*perCent);
StainlessSteel->AddElement(elC, fractionmass=0.0004*perCent);
StainlessSteel->AddElement(elMn, fractionmass=0.01*perCent);
StainlessSteel->AddElement(elCr, fractionmass=0.19*perCent);
StainlessSteel->AddElement(elNi, fractionmass=0.10*perCent);

[/---=--=---- defining Air

density = 1.29*mg/cm3;

G4Material *Air = new G4Material(name="Air ", density, ncomponents=2);
Air->AddElement(el0, fractionmass=30.0*perCent);
Air->AddElement(elN, fractionmass=70.0*perCent);

Y defining vacuum

G4double pressure, temperature;

density = universe_mean_density;

pressure = 3.0E-18*pascal;

temperature = 2.73*kelvin;

G4Material *Vacuum = new G4Material(name="Vacuum", z=1.0, a=1.01*g/mole,

density, kStateGas, temperature,

pressure);

G4Acout << "\N\N ##HH#- - - - - - - s oo oo oo
#### \n";

G4cout << "\n\t\t#### List of isotopes used #### \n";

G4cout << "\n\n\n\n\t\t #### List of elements used #### \n";

G4cout << *(G4Element::GetElementTable());

G4cout << "\n\n\n\n\t\t #### List of materials used #### \n";

G4cout << *(G4Material::GetMaterialTable());

GAcCOUL << "\N\N BHHH - - - - - - - s o s o s o e o e e e e oo oo eooo-----
#i### \n";

//===== volumes definition =====//
// Option to switch on/off checking of volumes overlaps
// G4bool checkOverlaps = true;

Y beam line along z axis
G4double startFi = 0.0*deg;
G4double endFi = 360.0*deg;

F e world volume
G4double World_hx = 100./2.*cm;
G4double World_hy = 100./2.*cm;
G4double World_hz = 100./2.*cm;
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G4Box *World_box
= new G4Box("World_box",World_hx,World_hy,World_hz);

G4LogicalVolume *World_log
= new G4LogicalVolume(World_box,Vacuum, "World_log",0,0,0);

G4VPhysicalVolume *World_phys
= new G4PVPlacement(0,G4ThreeVector(),World_log, "World", 0, false,0);

YA T Vacuum surface a (inside the stainless steel
a)

G4double VsaOutR = 9.97/2.*cm; // 2x4.985

G4double VsaInR = 0.0%*cm;

G4double VsaHalf = 90/2.*cm;

G4Tubs *Vsa_tube
= new G4Tubs("Vsa_tube",VsalnR,VsaOutR,VsaHalf,
startFi,endFi);

G4LogicalVolume *Vsa_log
= new G4LogicalVolume(Vsa_tube,Vacuum,"Vsa log",0,0,0);

G4double Pos_x
G4double Pos_y
G4double Pos_z

0.0*cm;
0.0*cm;
+3.68/2.*cm+0.7*cm+4.8*cm+0.0005*cm+VsaHalf;

G4VPhysicalVolume *Vsa_phys
= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),Vsa_log, "VsaTube",World_log, fal
se,0);

[/ mmmmemee e Stainless Steel surface a
G4double SSaOutR = 5.675*cm;

G4double SSaInR = 0.0*cm;

G4double SSaHalf = 90/2.*cm;

G4Tubs *SSa_tube
= new G4Tubs("SSa_tube", SSaInR, SSaOutR, SSaHalf,
startFi,endFi);

G4LogicalVolume *SSa_log
= new G4LogicalVolume(SSa_tube,StainlessSteel,"SSa log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = +3.68/2.*cm+0.7*cm+4.8*cm+0.0005*cm+SSaHalf;

G4VPhysicalVolume *SSa_phys
= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),SSa_log, "SSaTube",World_log, fal
se,0);

F A e Stainless Steel b
G4double SSbOutR = SSaOutR;

G4double SSbInR = 0.0*cm;

G4double SSbHalf = 0.7/2.*cm;

G4Tubs *SSb_tube
= new G4Tubs("SSb_tube", SSbInR, SSbOutR, SSbHalf,
startFi,endFi);

G4LogicalVolume *SSb_log
= new G4LogicalVolume(SSb_tube,StainlessSteel, "SSb_log",0,0,0);
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Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = +3.68/2.*cm+4.8*cm+0.0005*cm+SSbHalf;

G4VPhysicalVolume *SSb_phys

= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),SSb_log, "SSbTube",World log, fal
se,0);

Jf =====sssssccccccccccccccc== Vacuum surface b (inside the stainless steel b)
G4double VsbOutR = 2.0/2.*cm;

G4double VsbInR = 0.0*cm;

G4double VsbHalf = 0.7/2.*cm;

G4Tubs *Vsb_tube
= new G4Tubs("Vsb_tube",VsbInR,VsbOutR, VsbHalf,
startFi,endFi);

G4LogicalVolume *Vsb_log
= new G4LogicalVolume(Vsb_tube, Vacuum, "Vsb_log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = +3.68/2.*cm+4.8*cm+0.0005*cm+VsbHalf;

G4VPhysicalVolume *Vsb_phys
= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),Vsb_log, "VsbTube",World log, fal
se,0);

YA L EE T Stainless Steel surface c
G4double SScOutR = 2.04/2.*cm;

G4double SScInR = 0.0*cm;

G4double SScHalf = 4.78/2.*cm;

G4Tubs *SSc_tube
= new G4Tubs("SSc_tube",SScInR,SScOutR, SScHalf,
startFi,endFi);

G4LogicalVolume *SSc_log
= new G4LogicalVolume(SSc_tube,StainlessSteel, "SSc_log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = 3.68/2.*cm+0.02*cm+0.0005*cm+SScHalf;

G4VPhysicalVolume *SSc_phys

= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),SSc_log, "SScTube",World_log, fal
se,0);

YA e e Vacuum surface c
G4double VscOutR = 2.0/2.*cm;

G4double VscInR = 0.0%*cm;

G4double VscHalf = 4.78/2.*cm;

G4Tubs *Vsc_tube
= new G4Tubs("Vsc_tube",VscInR,VscOutR,VscHalf,
startFi,endFi);

G4LogicalVolume *Vsc_log
= new G4LogicalVolume(Vsc_tube,Vacuum,"Vsc_log",0,0,0);

Pos_x = 0.0*cm;
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Pos_y
Pos_z

0.0*cm;
3.68/2.*cm+0.02*cm+0.0005*cm+VscHalf;

G4VPhysicalVolume *Vsc_phys
= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),Vsc_log, "VscTube",World_log, fal
se,0);

//1/1///7///7////7/7///7////7/7////7// Collimators ////////////////////////////////////

Y R T 2nd collimator (before gas cell, diameter=5.0 cm)

G4double SDO=45*cm; // distance from the collimator to the centre of the gas
cell

G4double col20utR = VsaOutR;
G4double co0l2InR = 0.0*cm;
G4double col2Half = 0.1/2.*cm;

G4Tubs *col2_tube
= new G4Tubs("col2_tube",co0l2InR,col20utR, col2Half,
startFi,endFi);

G4LogicalVolume *col2_log
= new G4LogicalVolume(col2_ tube,Ta,"coll_ log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = -VsaHalf-0.7*cm-4.8*cm-0.0005*cm-3.68/2.*cm+SDO+col2Half;

G4VPhysicalVolume *col2_phys

= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),col2_log, "col2Tube",Vsa_log, fal
se,0);

/)= - 2nd collimator inside radius (before gas cell, diameter=5.0 mm)
G4double col2vOutR = 0.5/2.*cm;

G4double col2vInR = 0.0*cm;

G4double col2vHalf = 0.1/2.*cm;

G4Tubs *col2v_tube
= new G4Tubs("col2_tube",col2vInR, col2vOutR,col2vHalf,
startFi,endFi);

G4LogicalVolume *col2v_log
= new G4LogicalVolume(col2v_tube,Vacuum, "coll log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = 0.0*cm;

G4VPhysicalVolume *col2v_phys

= new
G4PVPlacement (0, G4ThreeVector (Pos_x, Pos_y,Pos_z),col2v_log, "col2vTube",col2_log,
false,0);

Jf/====22=222z20=222222=22=222222= 1st collimator (diamater= 4.0 cm)
G4double SD0O0O=43.2*cm;

G4double collOutR = VsaOutR;
G4double co0ll1InR = 0.0*cm;
G4double colilHalf = 0.1/2.*cm;

G4Tubs *coll_tube
= new G4Tubs("coll_tube",collInR,coll0utR, collHalf,
startFi,endFi);
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G4LogicalVolume *coll_log
= new G4LogicalVolume(coll_ tube,Ta,"coll_log",0,0,0);

Pos_x = 0.0*cm;

Pos_y = 0.0*cm;

Pos_z = -VsaHalf-0.7*cm-4.8*cm-0.0005*cm-
3.68/2.*cm+SDO+2*col2Half+SDOO+collHalf;

G4VPhysicalVolume *coll_phys

= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),coll_log, "collTube",Vsa_log, fal
se,0);

Y 1st collimator inside radius (diamater= 4.0 mm)
G4double colilvOutR = 0.4/2.*cm;

G4double collvInR = 0.0*cm;

G4double collvHalf = 0.1/2.*cm;

G4Tubs *collv_tube
= new G4Tubs("collv_tube",collvInR, collvOutR, collivHalf,
startFi,endFi);

G4LogicalVolume *colilv_log
= new G4LogicalVolume(collv_tube,Vacuum, "coll log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = 0.0*cm;

G4VPhysicalVolume *collv_phys

= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),collv_log, "collvTube", coll_log,
false,0);

L1171 7777777/777/777/777//77//77///////////////////////////////////////////////
YA e R T Stainless Steel bb

G4double SSbbOutR = SScOutR;

G4double SSbbInR = 0.0*cm;

G4double SSbbHalf = 0.02/2.*cm;

G4Tubs *SSbb_tube
= new G4Tubs("SSbb_tube",SSbbInR, SSbbOutR, SSbbHalf,
startFi,endFi);

G4LogicalVolume *SSbb_log
= new G4LogicalVolume(SSbb_tube,StainlessSteel, "SSbb_log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = +3.68/2.*cm+0.0005*cm+SSbHalf;

G4VPhysicalVolume *SSbb_phys

= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),SSbb_1log, "SSbbTube",World_log, f
alse,0);

Y T Vacuum surface bb (inside the stainless steel
bb)
G4double VsbbOutR = 1.0/2.*cm;
G4double VsbbInR = 0.0*cm;
G4double VsbbHalf = 0.02/2.*cm;

G4Tubs *Vsbb_tube
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= new G4Tubs("Vsbb_tube",VsbbInR,VsbbOutR, VsbbHalf,
startFi,endFi);

G4LogicalVolume *Vsbb_log
= new G4LogicalVolume(Vsbb_tube,Vacuum, "Vsbb_log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = +3.68/2.*cm+0.0005*cm+VsbbHalf;

G4VPhysicalVolume *Vsbb_phys
= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),Vsbb_log, "VsbbTube",World_log, f
alse,0);

F A Stainless Steel surface
G4double SSdOutR = 1.0/2.*cm;

G4double SSdInR = 0.96/2.*cm;

G4double SSdHalf = 0.0005/2.*cm;

G4Tubs *SSd_tube
= new G4Tubs("SSd_tube", SSdInR, SSdOutR, SSdHalf,
startFi,endFi);

G4LogicalVolume *SSd_log
= new G4LogicalVolume(SSd_tube,StainlessSteel, "SSd_log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = 3.68/2.*cm+SSdHalf;

G4VPhysicalVolume *SSd_phys

= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),SSd_log, "SSdTube",World_log, fal
se,0);

Y Mo foil
G4double MolOutR = 0.96/2.*cm;
G4double MolInR = 0.0*cm;

G4double MolHalf = 0.0005/2.*cm;

G4Tubs *Mol_tube
= new G4Tubs("Mol_tube",MolInR, Mo1l0utR, MolHalf,
startFi,endFi);

G4LogicalVolume *Mol_log
= new G4LogicalVolume(Mol_tube, Mo, "Mol_log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = +3.68/2.*cm+MolHalf;

G4VPhysicalVolume *Mol_phys

= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),Mol_log, "MolTube",World_log, fal
se,0);

[/------- Stainless Steel surface 0 (centred on the world volume, the D2 gas
is inside )

G4double SSOOuUtR = 1.0/2.*cm;

G4double SSOInNR = 0.0*cm;

G4double SSOHalf = 3.68/2.*cm;

G4Tubs *SS0O_tube
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= new G4Tubs("SSO_tube",SSOINR, SSOOuUtR, SSOHalf,
startFi,endFi);

G4LogicalVolume *SSO_log
= new G4LogicalVolume(SSO_tube,StainlessSteel, "SS0_log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = 0.0*cm;

G4VPhysicalVolume *SSO_phys

= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),SS0_log, "SS@Tube",World_log, fal
se,0);

A D2 Gas volume
G4double GasOutR = 0.96/2.*cm;
G4double GasInR = 0.0*cm;

G4double GasHalf = 3.66/2.*cm;

G4Tubs *Gas_tube
= new G4Tubs("Gas_tube", GasInR, GasOutR, GasHalf, startFi, endFi);

G4LogicalVolume *Gas_log
= new G4LogicalVolume(Gas_tube, H2, "Gas_log", 0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = +3.68/2.*cm-GasHalf;

G4VPhysicalVolume *Gas_phys
= new G4PVPlacement (O,
G4ThreeVector (Pos_x, Pos_y, Pos_z),
Gas_log, "GasTube", SS0_log, false,0);

[/ s Pt foil
G4double PtOutR = 0.96/2.*cm;

G4double PtInR = 0.0*cm;

G4double PtHalf = 0.02/2.*cm;

G4Tubs *Pt_tube
= new G4Tubs("Pt_tube",PtInR,PtOutR,PtHalf,
startFi,endFi);

G4LogicalVolume *Pt_log
= new G4LogicalVolume(Pt_tube,Pt,"Pt_log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = -3.68/2.*cm+PtHalf;

G4VPhysicalVolume *Pt_phys
= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),Pt_log, "PtTube", SS0_log, false, 0
)i

[/---mmm e Target chamber
G4double SD=5.2*cm;

G4double TarOutR = 1.3/2.*cm;
G4double TarInR = 0.0*cm;
G4double TarHalf = 0.1/2.*cm;

G4Tubs *Tar_tube
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= new G4Tubs("Tar_tube", TarInR, TarOutR, TarHalf,
startFi,endFi);

G4LogicalVolume *Tar_log
= new G4LogicalVolume(Tar_tube,Vacuum,"Tar_log",0,0,0);

Pos_x 0.0*cm;
Pos_y 0.0*cm;
Pos_z = -SSOHalf-SD-TarHalf;
G4VPhysicalVolume *TarTube_phys
= new G4PVPlacement (0O,
G4ThreeVector (Pos_x,Pos_y,Pos_z),
Tar_log, "TarTube",World_log, false,0);

//===== Visualization attributes =====//
World_log->SetVisAttributes (G4VisAttributes::Invisible);

G4VisAttributes *SSaTubeAttr = new G4VisAttributes(G4Colour(0.5,0.5,0.5)); //
gray

SSaTubeAttr->SetVisibility(true);

SSaTubeAttr->SetForceWireframe(true);

SSa_log->SetVisAttributes(SSaTubeAttr);

G4VisAttributes *VsaTubeAttr = new G4VisAttributes(G4Colour(0.5,0.5,0.5)); //
gray

VsaTubeAttr->SetVisibility(true);

VsaTubeAttr->SetForceWireframe(true);

Vsa_log->SetVisAttributes(VsaTubeAttr);

G4VisAttributes *SSbTubeAttr = new G4VisAttributes(G4Colour(0.5,0.5,0.5)); //
gray

SSbTubeAttr->SetVisibility(true);

SShTubeAttr->SetForceWireframe(true);

SSb_log->SetVisAttributes(SSbTubeAttr);

G4VisAttributes *VsbTubeAttr = new G4VisAttributes(G4Colour(0.5,0.5,0.5)); //
gray

VsbTubeAttr->SetVisibility(true);

VsbTubeAttr->SetForceWireframe(true);

Vsb_log->SetVisAttributes(VsbTubeAttr);

G4VisAttributes *SScTubeAttr = new G4VisAttributes(G4Colour(0.5,0.5,0.5)); //
gray

SScTubeAttr->SetVisibility(true);

SScTubeAttr->SetForceWireframe(true);

SSc_log->SetVisAttributes(SScTubeAttr);

G4VisAttributes *VscTubeAttr = new G4VisAttributes(G4Colour(0.5,0.5,0.5)); //
gray

VscTubeAttr->SetVisibility(true);

VscTubeAttr->SetForceWireframe(true);

Vsc_log->SetVisAttributes(VscTubeAttr);

G4VisAttributes *SSbbTubeAttr = new G4VisAttributes(G4Colour(0.5,0.5,0.5)); //
gray

SSbbTubeAttr->SetVisibility(true);

SSbbTubeAttr->SetForceWireframe(true);

SSbb_log->SetVisAttributes(SSbbTubeAttr);

G4VisAttributes *VsbbTubeAttr = new G4VisAttributes(G4Colour(0.5,0.5,0.5)); //

gray
VsbbTubeAttr->SetVisibility(true);
VsbbTubeAttr->SetForceWireframe(true);
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Vsbb_log->SetVisAttributes(VsbbTubeAttr);

G4VisAttributes *SSOTubeAttr = new G4VisAttributes(G4Colour(0.5,0.5,0.5)); //
gray

SSOTubeAttr->SetVisibility(true);

SSOTubeAttr->SetForceWireframe(true);

SSO_log->SetVisAttributes(SSOTubeAttr);

G4VisAttributes *GasTubeAttr = new G4VisAttributes(G4Colour(1.,0.,0.)); // red
GasTubeAttr->SetVisibility(true);

GasTubeAttr->SetForceWireframe(true);

Gas_log->SetVisAttributes(GasTubeAttr);

G4VisAttributes *MolTubeAttr = new G4VisAttributes(G4Colour(0.,1.,0.)); //
green

MolTubeAttr->SetVisibility(true);

MolTubeAttr->SetForceWireframe(true);

Mol _log->SetVisAttributes(MolTubeAttr);

G4VisAttributes *SSdTubeAttr = new G4VisAttributes(G4Colour(0.5,0.5,0.5)); //
gray

SSdTubeAttr->SetVisibility(true);

SSdTubeAttr->SetForceWireframe(true);

SSd_log->SetVisAttributes(SSdTubeAttr);

G4VisAttributes *PtTubeAttr = new G4VisAttributes(G4Colour(0.,1.,1.)); // cyan
PtTubeAttr->SetVisibility(true);

PtTubeAttr->SetForcewWireframe(true);

Pt_log->SetVisAttributes(PtTubeAttr);

G4VisAttributes *col2TubeAttr = new G4VisAttributes(G4Colour(1.,1.,0.)); //
yellow

col2TubeAttr->SetVisibility(true);

col2TubeAttr->SetForceWireframe(true);

col2 log->SetVisAttributes(col2TubeAttr);

G4VisAttributes *col2vTubeAttr = new
G4VisAttributes(G4Colour(0.5,0.5,0.5)); // gray
col2vTubeAttr->SetVisibility(true);
col2vTubeAttr->SetForceWireframe(true);
col2v_log->SetVisAttributes(col2vTubeAttr);

G4VisAttributes *colilTubeAttr = new G4VisAttributes(G4Colour(1.,1.,0.)); //
yellow

collTubeAttr->SetVisibility(true);

collTubeAttr->SetForceWireframe(true);

coll log->SetVisAttributes(collTubeAttr);

G4VisAttributes *collvTubeAttr = new
G4VisAttributes(G4Colour(0.5,0.5,0.5)); // gray
collvTubeAttr->SetVisibility(true);
collvTubeAttr->SetForceWireframe(true);
collv_log->SetVisAttributes(collvTubeAttr);

G4VisAttributes *TarTubeAttr = new G4VisAttributes(G4Colour(1.,0.,1.)); //
magenta

TarTubeAttr->SetVisibility(true);

TarTubeAttr->SetForceWireframe(true);

Tar_log->SetVisAttributes(TarTubeAttr);

return World_phys;
b
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Appendix G

GEANT4 geometry file of the
irradiation set-up in DT reaction

// TiT target in NCSR DEMOKRITOS

#include "EfiDetectorConstruction.hh"
#include "G4SDManager.hh"
#include "G4Element.hh"

#include "G4Material.hh"

#include "G4Box.hh"

#include "G4Tubs.hh"

#include "G4LogicalVolume.hh"
#include "G4ThreeVector.hh"
#include "G4PVPlacement.hh"
#include "G4UnitsTable.hh"
#include "globals.hh"

#include "G4SystemOfUnits.hh"
#include "G4PhysicalConstants.hh"
#include "G4VisAttributes.hh"
#include "G4Colour.hh"

EfiDetectorConstruction: :EfiDetectorConstruction()

{;}

EfiDetectorConstruction: :~EfiDetectorConstruction()

{:}

G4VPhysicalVolume* EfiDetectorConstruction::Construct()

{
G4UnitDefinition: :BuildUnitsTable();

//====== elements defintion ======//

G4double a;

G4double z;

G4double iz;

G4double in;

G4double density;
G4String name, symbol;
G4int ncomponents;
G4double fractionmass;
G4int natoms;

[/----mmmmm - defining O
a = 15.999*g/mole;

G4Element* el0 = new G4Element(name="Oxygen",
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[/----mmm - defining N
a = 14.007*g/mole;

G4Element* elN = new G4Element(name="Nitrogen", symbol=" N" , z= 7., a);
[/----mmm - defining Fe

a = 55.845*g/mole;

G4Element* elFe = new G4Element(name="Iron", symbol=" Fe" , z= 26., a);
[/ defining C

a = 12.0107*g/mole;

G4Element* elC = new G4Element(name="Carbon",6 symbol=" C" , z= 6., a);

VRN defining Mn

a = 54.938*g/mole;

G4Element* elMn = new G4Element(name="Manganese", symbol=" Mn" ,
Y —— defining Cr

a = 51.996*g/mole;

G4Element* elCr = new G4Element(name="Chromium", symbol=" Cr" , z=
Y/ defining Ni

a = 58.693*g/mole;

24.

25., a);

, a);

G4Element* elNi = new G4Element(name="Nickel", symbol=" Ni" , z= 28., a);

[/----mmmmm - defining H3 isotope
a = 3.0160492*g/mole;
G4Isotope* isoH3 = new G4Isotope(name="tritium", iz=1, in=3, a);

Ve defining H3 element

G4Element* elenrichedH3 = new G4Element("enrichedH3", "T" ,ncomponents=1);

elenrichedH3->AddIsotope(isoH3, fractionmass=100.*perCent);

[/----mmm - defining Ti
a = 47.867*g/mole;
G4Element* Ti = new G4Element(name="Ti", symbol="Ti", z=22., a);

//====== materials definition ======//

[/----mmm - defining TiT

density = 1.8505*g/cm3;

G4Material *TiT = new G4Material(name="TiT", density, ncomponents=2);
TiT->AddElement (elenrichedH3, natoms=3);

TiT->AddElement (Ti, natoms=2);

/) ------- defining Al

a = 26.981539*g/mole;

density = 2.70*g/cm3;

G4Material* Al = new G4Material(name="Al", z=13., a, density);

/] ------- defining Pt

a = 195.08*g/mole;

density = 21.45*g/cm3;

G4Material* Pt = new G4Material(name="Pt'", z=78., a, density);

[/----mmm - defining Cu

a = 63.546*g/mole;

density = 8.96*g/cm3;

G4Material* Cu = new G4Material(name="Cu'", z=29., a, density);

[/ - defining Mo

a = 95.940*g/mole;

density = 10.20*g/cm3;

G4Material* Mo = new G4Material(name="Mo", z=42., a, density);
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[/----mmm - defining Ta

a = 180.94788*g/mole;

density = 16.69*g/cm3;

G4Material* Ta = new G4Material(name="Ta", z=73., a, density);

[/----mmmma - defining Stainless Steel
density =8.02*g/cm3;
G4Material *StainlessSteel = new

G4Material (name="StainlessSteel", density, ncomponents=5);
StainlessSteel->AddElement(elFe, fractionmass=0.6996*perCent);
StainlessSteel->AddElement(elC, fractionmass=0.0004*perCent);
StainlessSteel->AddElement(elMn, fractionmass=0.01*perCent);
StainlessSteel->AddElement(elCr, fractionmass=0.19*perCent);
StainlessSteel->AddElement(elNi, fractionmass=0.10*perCent);

e Defining Air

density = 1.29*mg/cm3;

G4Material *Air = new G4Material(name="Air ", density,ncomponents=2);
Air->AddElement(el0, fractionmass=30.0*perCent);
Air->AddElement(elN, fractionmass=70.0*perCent);

// ----- defining vacuum

G4double pressure, temperature;

density = universe_mean_density;

pressure = 3.0E-18*pascal;

temperature = 2.73*kelvin;

G4Material *Vacuum = new G4Material(name="Vacuum", z=1.0, a=1.01*g/mole,

density, kStateGas, temperature,

pressure);

GAcOoUt << "\N\N HffH - - - - - s m oo s o e e oo
#### \n";

G4cout << "\n\t\t#### List of isotopes used #### \n";

G4cout << "\n\n\n\n\t\t #### List of elements used #### \n";

G4cout << *(G4Element::GetElementTable());

G4cout << "\n\n\n\n\t\t #### List of materials used #### \n";

G4cout << *(G4Material::GetMaterialTable());

GAcout << "\N\N HffH - - - - - s o oo oo oo
#i### \n";

// volumes //

// Option to switch on/off checking of volumes overlaps
// G4bool checkOverlaps = true;

[/ == m e eeaoooo beam line along z axis
G4double startFi = 0.0*deg;
G4double endFi = 360.0*deg;

Y e world volume
G4double World_hx = 200./2.*cm;
G4double World_hy = 200./2.*cm;
G4double World_hz = 200./2.*cm;

G4Box *World_box
= new G4Box("World_box",World_hx,World_hy,World_hz);

G4LogicalVolume *World_log
= new G4LogicalVolume(World_box,Vacuum, "World_log",0,0,0);

G4VPhysicalVolume *World_phys
= new G4PVPlacement(0,G4ThreeVector(),World_log, "World", 0, false,0Q);

YA T Al surface 1 (centred on the world volume)
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G4double Als10QutR = 11.35/2.*cm; // 5.675x2
G4double Als1InR = 0.0*cm;
G4double AlslHalf = 3.88/2.*cm;

G4Tubs *Alsl_tube
= new G4Tubs("Alsl_tube",Als1InR,Als10utR,Alsl1Half,
startFi,endFi);

G4LogicalVolume *Alsil_log
= new G4LogicalVolume(Alsl_ tube,Al,"Als1 log",0,0,0);

G4double Pos_x = 0.0*cm;
G4double Pos_y = 0.0*cm;
G4double Pos_z = 0.0*cm;

G4VPhysicalVolume *Alsl phys
= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),Als1 log, "AlsiTube",World_log, f
alse,0);

YA L Vacuum surface 0 (inside the stainless steel)
G4double VsOOutR = 9.97/2.*cm; // 2x4.985

G4double VsSOInR = 0.0*cm;

G4double VsOHalf = 90/2.*cm;

G4Tubs *Vs0O_tube
= new G4Tubs("VsO_tube",VsOInR,VsO0utR,VsOHalf,
startFi,endFi);

G4LogicalVolume *VsO_log
= new G4LogicalVolume(VsO_tube,Vacuum, "Vs0@_log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = +AlslHalf+Vs@Half;

G4VPhysicalVolume *VsO_phys
= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),Vs0_log, "Vs@Tube",World_log, fal
se,0);

[/ m e Stainless Steel 1
G4double SSaOutR = 5.675*cm; // (5.675-4.985) cm
G4double SSaInR = 4.985%cm;
G4double SSaHalf = 90/2.*cm;

G4Tubs *SSa_tube
= new G4Tubs("SSa_tube", SSaInR, SSaOutR, SSaHalf,
startFi,endFi);

G4LogicalVolume *SSa_log
= new G4LogicalVolume(SSa_tube,StainlessSteel, "SSa_log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0%*cm;
Pos_z = +AlslHalf+SSaHalf;

G4VPhysicalVolume *SSa_phys
= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),SSa_log, "SSaTube",World_log, fal
se,0);

1111177777777/ /7/7/7////7//////// Collimators ////////////////////////////////////
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Y e T 2nd collimator (before TiT target, diameter=5.5 cm)
G4double SDO=45*cm; // distance from the collimator to the TiT target

G4double col20utR = VsOOutR;
G4double co0l2InR = 0.0*cm;
G4double col2Half = 0.1/2.*cm;

G4Tubs *col2_tube
= new G4Tubs("col2_tube",co0l2InR,col20utR, col2Half,
startFi,endFi);

G4LogicalVolume *col2_log
= new G4LogicalVolume(col2_tube,Ta,"coll_log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = -VsOHalf-2*AlslHalf+0.43*cm+0.1*cm+0.00115*cm+SDO+col2Half;

G4VPhysicalVolume *col2_phys

= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),col2_log, "col2Tube",Vs0O_log, fal
se,0);

[/ 2nd collimator inside radius (before TiT target, diameter=5.5 mm)
G4double col2vOutR = 0.55/2.*cm;

G4double col2vInR = 0.0*cm;

G4double col2vHalf = 0.1/2.*cm;

G4Tubs *col2v_tube
= new G4Tubs("col2_tube",col2vInR, col2vOutR,col2vHalf,
startFi,endFi);

G4LogicalVolume *col2v_log
= new G4LogicalVolume(col2v_tube,Vacuum, "coll log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = 0.0*cm;

G4VPhysicalVolume *col2v_phys

= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),col2v_log, "col2vTube", col2 log,
false,0);

R L T 1st collimator (diamater= 5cm)
G4double SD0O0O=43.2*cm;

G4double collOutR = VsOOutR;
G4double co0ll1InR = 0.0*cm;
G4double colilHalf = 0.1/2.*cm;

G4Tubs *coll_tube
= new G4Tubs("coll_tube",collInR,coll0utR, collHalf,
startFi,endFi);

G4LogicalVolume *coll_log
= new G4LogicalVolume(coll_ tube,Ta,"coll_ log",0,0,0);

Pos_x = 0.0*cm;

Pos_y = 0.0*cm;

Pos_z = -VsO@Half-
2*Als1Half+0.43*cm+0.1*cm+0.00115*cm+SDO+SDOO+2*col2Half+collHalf;

G4VPhysicalVolume *coll_phys
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= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),coll_log, "collTube",VsO_log, fal
se,0);

Y 1st collimator inside radius (diamater= 5 mm)
G4double collvOutR = 0.5/2.*cm;

G4double collvInR = 0.0*cm;

G4double collvHalf = 0.1/2.*cm;

G4Tubs *collv_tube
= new G4Tubs("collv_tube",collvInR, collvOutR, colivHalf,
startFi,endFi);

G4LogicalVolume *colilv_log
= new G4LogicalVolume(collv_tube,Vacuum, "coll log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = 0.0*cm;

G4VPhysicalVolume *collv_phys

= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),collv_log, "collvTube", coll_log,
false,0);

L1111 177777777777777777777777777777777777777777777///////////////////////////

YA Vacuum surface 1
G4double Vs10utR = 9./2.*cm; // 4.5x2

G4double Vs1InR = 0.0*cm;

G4double VslHalf = 3.88/2.*cm;

G4Tubs *Vs1_tube
= new G4Tubs("Vs1_tube",Vs1InR,Vs10utR,VslHalf,
startFi,endFi);

G4LogicalVolume *Vs1_log
= new G4LogicalVolume(Vsl_tube,Vacuum,"Vsli log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = 0.0*cm;

G4VPhysicalVolume *Vs1_phys
= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),Vsl1 log, "VsiTube", Als1 log, fals
e,0);

F A Al surface 2

G4double Als20utR =Vs10utR;

G4double Als2InR = 0.0*cm;

G4double Als2Half = 2.3/2.*cm; // (1.37+0.43+0.5) cm

G4Tubs *Als2 tube
= new G4Tubs("Als2_ tube",Als2InR,Als20utR,Als2Half,
startFi,endFi);

G4LogicalVolume *Als2_log
= new G4LogicalVolume(Als2_tube,Al,"Als2_log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = -VslHalf+Als2Half;
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G4VPhysicalVolume *Als2_phys
= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),Als2_1log, "Als2Tube",Vsl1_log, fal
se,0);

F A R Vacuum surface 2
G4double Vs20utR = 5./2.*cm; // 2.5x2

G4double Vs2InR = 0.0*cm;

G4double Vs2Half = 1.37/2.*cm;

G4Tubs *Vs2_tube
= new G4Tubs("Vs2_tube",Vs2InR,Vs20utR,Vs2Half,
startFi,endFi);

G4LogicalVolume *Vs2_ log
= new G4LogicalVolume(Vs2_tube,Vacuum,"Vs2_log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = +Als2Half-Vs2Half;

G4VPhysicalVolume *Vs2_phys
= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),Vs2_log, "Vs2Tube",Als2_log, fals
e,0);

Y Vacuum surface 3
G4double Vs30utR =2.85/2.*cm;

G4double Vs3InR = 0.0*cm;

G4double Vs3Half = 0.5/2.*cm;

G4Tubs *Vs3_tube
= new G4Tubs("Vs3_tube",Vs3InR,Vs30utR,Vs3Half,
startFi,endFi);

G4LogicalVolume *Vs3_log
= new G4LogicalVolume(Vs3_tube,Vacuum,"Vs3_log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = +Als2Half-2*Vs2Half-Vs3Half;

G4VPhysicalVolume *Vs3_phys
= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),Vs3_log, "Vs3Tube",Als2 log, fals
e,0);

/) s==2===s==s=sc==2==25=22=2o= Mo foil 1
G4double SD1=0.2*cm;

G4double MolOutR = 2.54/2.*cm;
G4double MolInR = 0.0*cm;
G4double MolHalf = 0.0005/2.*cm;

G4Tubs *Mol_tube
= new G4Tubs("Mol_tube",MolInR,Mo10utR, MolHalf,
startFi,endFi);

G4LogicalVolume *Mol_log
= new G4LogicalVolume(Mol_tube, Mo, "Mol_log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = -Vs3Half+0.1*cm+0.00115*cm+SD1+MolHalf;
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G4VPhysicalVolume *Mol_phys
= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),Mol_log, "MolTube",Vs3_log, false
19);

YA Mo foil 2
G4double Mo20utR = 2.54/2.*cm;

G4double Mo2InR = 0.0*cm;

G4double Mo2Half = 0.0005/2.*cm;

G4Tubs *Mo2_tube
= new G4Tubs("Mo2_tube",Mo2InR, Mo20utR, Mo2Half,
startFi,endFi);

G4LogicalVolume *Mo2_log
= new G4LogicalVolume(Mo2_tube, Mo, "Mo2_log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = -Vs3Half+0.1*cm+0.00115*cm+SD1+2*MolHalf+Mo2Half;

G4VPhysicalVolume *Mo2_phys

= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),Mo2_log, "Mo2Tube",Vs3_log, false
190);

Y R Cu foil
G4double CuOutR = 2.85/2.*cm;

G4double CuInR = 0.0*cm;

G4double CuHalf = 0.1/2.*cm;

G4Tubs *Cu_tube
= new G4Tubs("Cu_tube",CuInR, CuOutR, CuHalf,
startFi,endFi);

G4LogicalVolume *Cu_log
= new G4LogicalVolume(Cu_tube,Cu,"Cu_log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = -Vs3Half+CuHalf;

G4VPhysicalVolume *Cu_phys
= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),Cu_log, "CuTube",Vs3_log, false, 0
)i

[/ s e TiT foil
G4double TiTOutR = 2.54/2.*cm;

G4double TiTInR = 0.0*cm;

G4double TiTHalf = 0.00115/2.*cm;

G4Tubs *TiT_tube
= new G4Tubs("TiT_tube",TiTInR, TiTOutR, TiTHalf,
startFi,endFi);

G4LogicalVolume *TiT_log
= new G4LogicalVolume(TiT_tube, TiT,"TiT_log",0,0,0);

Pos_x = 0.0*cm;
Pos_y = 0.0*cm;
Pos_z = -Vs3Half+2*CuHalf+TiTHalf;
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G4VPhysicalVolume *TiT_phys

= new
G4PVPlacement (0, G4ThreeVector (Pos_x,Pos_y,Pos_z),TiT_log, "TiTTube",Vs3_log, false
190);

VA T target
G4double SD2=1.8*cm;

G4double TarOQutR = 1.3/2.*cm;
G4double TarInR = 0.0*cm;
G4double TarHalf = 0.1/2.*cm;

G4Tubs *Tar_tube
= new G4Tubs("Tar_tube", TarInR, TarOutR, TarHalf,
startFi,endFi);

G4LogicalVolume *Tar_log
= new G4LogicalVolume(Tar_tube,Vacuum,"Tar_log",0,0,0);

Pos_x 0.0*cm;
Pos_y 0.0*cm;
Pos_z = -AlslHalf-SD2-TarHalf;
G4VPhysicalVolume *TarTube_phys
= new G4PVPlacement (O,
G4ThreeVector (Pos_x,Pos_y,Pos_z),
Tar_log, "TarTube",World_log, false,0Q);

World_log->SetVisAttributes (G4VisAttributes::Invisible);

G4VisAttributes *SSaTubeAttr = new G4VisAttributes(G4Colour(0.5,0.5,0.5)); //
gray

SSaTubeAttr->SetVisibility(true);

SSaTubeAttr->SetForceWireframe(true);

SSa_log->SetVisAttributes(SSaTubeAttr);

G4VisAttributes *VsOTubeAttr = new G4VisAttributes(G4Colour(0.5,0.5,0.5)); //
gray

VsOTubeAttr->SetVisibility(true);

VsO@TubeAttr->SetForceWireframe(true);

VsO_log->SetVisAttributes(Vs@TubeAttr);

G4VisAttributes *col2TubeAttr = new G4VisAttributes(G4Colour(1.,1.,0.)); //
yellow

col2TubeAttr->SetVisibility(true);

col2TubeAttr->SetForceWireframe(true);

col2_log->SetVisAttributes(col2TubeAttr);

G4VisAttributes *col2vTubeAttr = new
G4VisAttributes(G4Colour(0.5,0.5,0.5)); // gray
col2vTubeAttr->SetVisibility(true);
col2vTubeAttr->SetForceWireframe(true);
col2v_log->SetVisAttributes(col2vTubeAttr);

G4VisAttributes *collTubeAttr = new G4VisAttributes(G4Colour(1.,1.,0.)); //
yellow

collTubeAttr->SetVisibility(true);

collTubeAttr->SetForceWireframe(true);

coll log->SetVisAttributes(colliTubeAttr);

G4VisAttributes *collvTubeAttr = new
G4VisAttributes(G4Colour(0.5,0.5,0.5)); // gray
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colilvTubeAttr->SetVisibility(true);
colivTubeAttr->SetForceWireframe(true);
collv_log->SetVisAttributes(collvTubeAttr);

G4VisAttributes *AlsiTubeAttr = new G4VisAttributes(G4Colour(0.,0.,0.)); //
black

AlsiTubeAttr->SetVisibility(true);

AlsiTubeAttr->SetForceWireframe(true);

Alsl _log->SetVisAttributes(Alsl1TubeAttr);

G4VisAttributes *VsiTubeAttr = new G4VisAttributes(G4Colour(0.5,0.5,0.5)); //
gray

VsiTubeAttr->SetVisibility(true);

Vs1TubeAttr->SetForceWireframe(true);

Vsl _log->SetVisAttributes(VsiTubeAttr);

G4VisAttributes *Als2TubeAttr = new G4VisAttributes(G4Colour(0.,0.,0.)); //
black

Als2TubeAttr->SetVisibility(true);

Als2TubeAttr->SetForceWireframe(true);

Als2 log->SetVisAttributes(Als2TubeAttr);

G4VisAttributes *Vs2TubeAttr = new G4VisAttributes(G4Colour(0.5,0.5,0.5)); //
gray

Vs2TubeAttr->SetVisibility(true);

Vs2TubeAttr->SetForceWireframe(true);

Vs2_log->SetVisAttributes(Vs2TubeAttr);

G4VisAttributes *Vs3TubeAttr = new G4VisAttributes(G4Colour(0.5,0.5,0.5)); //
gray

Vs3TubeAttr->SetVisibility(true);

Vs3TubeAttr->SetForceWireframe(true);

Vs3_log->SetVisAttributes(Vs3TubeAttr);

G4VisAttributes *CuTubeAttr = new G4VisAttributes(G4Colour(0.,1.,1.)); // cyan
CuTubeAttr->SetVisibility(true);

CuTubeAttr->SetForceWireframe(true);

Cu_log->SetVisAttributes(CuTubeAttr);

G4VisAttributes *TiTTubeAttr = new G4VisAttributes(G4Colour(1.,0.,0.)); // red
TiTTubeAttr->SetVisibility(true);

TiTTubeAttr->SetForceWireframe(true);

TiT_log->SetVisAttributes(TiTTubeAttr);

G4VisAttributes *MolTubeAttr = new G4VisAttributes(G4Colour(0.,1.,0.)); //
green

MolTubeAttr->SetVisibility(true);

MolTubeAttr->SetForceWireframe(true);

Mol _log->SetVisAttributes(MolTubeAttr);

G4VisAttributes *Mo2TubeAttr = new G4VisAttributes(G4Colour(0.,1.,0.)); //
green

Mo2TubeAttr->SetVisibility(true);

Mo2TubeAttr->SetForceWireframe(true);

Mo2_log->SetVisAttributes(Mo2TubeAttr);

G4VisAttributes *TarTubeAttr = new G4VisAttributes(G4Colour(1.,0.,1.)); //
magenta

TarTubeAttr->SetVisibility(true);

TarTubeAttr->SetForceWireframe(true);

Tar_log->SetVisAttributes(TarTubeAttr);

return World_phys;
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Appendix H

Efficiency and counting rate
calculations

The efficiency of the detector, ¢, is defined as:

£ =¢€req (H.1)

The term ¢y is called intrinsic efficiency and it is equal to the ratio of the detected
photons to the photons impinging the detector:

detected photons

€1 (H.2)

- photons impinging the detector

The term e¢ is called geometrical efficiency and it depends on the solid angle, 2,
of the detector which is “seen” from the source.

In other words, it can be said that the intrinsic efficiency depends on the
transmission, absorption and energy deposition of a particular photon in the detector
active volume, and therefore, it depends on the photon energy. On the other hand,
the geometrical efficiency depends on the detector surface and the source to detector
distance. Based on this, the absolute efficiency is defined as the ratio of the detected
photons to the number of photons emitted by the source, and consequently, Eq. H.2
takes the following form:

_ detected photons counts

= H.3
emitted photons A x I x live time (H.3)

where counts stands for the detected counts in a specific photopeak, A stands for
the isotope activity, I stands for the Intensity of the emitted photons per decay and
live time stands for the “live time” of the measurement.

It has to be clarified that here the term efficiency stands for the full-energy peak
efficiency. In a similar way, the total efficiency is defined and this refers to the total
energy deposition of the photons of a specific energy to the detector: in total efficiency
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the term counts of Eq. H.3 includes also the counts of the continuum, the escape
peaks, the secondary peaks produced by the initial photon etc.

The efficiency of a particular energy at a specific source to detector distance does
not depend on the decay scheme of the isotope, which means that does not include
the coincidence summing phenomenon. For long source to detector distances this
phenomenon is negligible, but for short distances this has a non-zero probability to
affect the peak integral of a photopeak. Therefore, the ratio — chz?sz‘me expresses in
such cases the counting rate of the vy-rays for a particular decay scheme and a specific
detection geometry.
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Appendix 1

Coincidence-Summing effect

Coincidence summing effect is defined as the phenomenon where two or more photons
coming from the same cascade penetrate the detector within a time interval that is
less than the resolving time of the detection system. In such a case, if one photon
is fully absorbed by the detector and the other is fully or partially absorbed, then a
pulse equal to the sum of the pulses of each absorbed photon will be recorded.

Coincidence summing effect is distinguished in “summing-out” and “summing-in”.
The term “summing-out” refers to the phenomenon which results in a reduced number
of recorded counts in the full energy peak. On the other hand, if the sum of the energy
of the photons is equal to the energy of a photon coming from a single transition, then
the counts of the latter will be higher than in the absence of coincidence summing.
This phenomenon is called “summing-in”.

The possibility of coincidence summing effect depends on the solid angle of the
detector window with respect to the source, ). The larger the solid angle is, the
larger amount of photons will penetrate the detector within the resolving time of the
detection system. Therefore, the possibility of coincidence summing effect increases
with the increase of the solid angle or with the decrease of the source to detector
distance [116].
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Appendix J

Photons Attenuation

The term attenuation describes the process during which the entire or a part of the
photons energy is absorbed by the matter and therefore, they are entirely disappeared
or emitted in a different direction with lower energy [117]. The absorption of a
photon beam with intensity I, when it penetrates a volume of thickness x follows the
exponential law:

[=Iyxe ™t (J.1)

where 1 is called linear attenuation coefficient and corresponds to the probability
per unit path length that a beam photon is totally absorbed or scattered. In general,
i is given by Eq. J.2.

p = 7(photoelectric ef fect) + o(Compton scattering) + k(pair — production) (J.2)

The photoelectric effect, the Compton scattering and the pair-production are
the main physics processes to which the photons are subjected when they penetrate
matter and 7, o and x are the corresponding probabilities of these phenomena.

e Photoelectric effect

Photoelectric effect is called the effect during which the photon interacts with
an atomic electron. Through this interaction the photon totally transfers its energy
(below denoted as E,;) to the electron, which is emitted by the atom with kinetic
energy F,- :

E, =E, — E, (J.3)

where Fj is the binding energy of the electron.

The photoelectric effect depends on the photons energy F,;, and the atomic mass
of the absorber material Z through Eq. J.4, which is an approximation of the
photoelectric effect probability.

4(orb)
(7.4)

7 = Constant * 35

ph
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e Compton Scattering

In Compton scattering the photon is scattered by an electron to an angle #. The
energy of the scattered photons is calculated via the Eq. J.5:

' Ephot
E,,. = photon 1.5
phot 1+%(1+0089) ()

where mg is the rest-mass energy of the electron (0.511 MeV). In contrast with
the photoelectric effect, where the electron have to be bounded in the atomic nucleus,
in Compton scattering the electron can be either bounded in an atom or can be a
free electron.

The differential cross section of the Compton scattering is given by the following
Eq. J.6:

do 1 1 + cos?6 a?(1 — cosh)?
e e I
ds) 1+ (1 — cosb) 2 (1 + cos?0)[1 + a1 — cosb)]

(J.6)

Ephoton

where o = .
moc

and rq is the electron radius.

e Pair production

The pair production takes place inside the nucleus Coulomb field and it describes
the possibility that a photon is replaced by an electron-positron pair. Therefore, the
initial energy of the photon has to be higher than 1.022 MeV, where 1.022 MeV is
the sum of the rest-mass energies of the electron and positron (0.511 MeV each). The
possibility of this phenomenon increases, while the photon energy also increases.
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Appendix K
GEANT4 tracking cuts

GEANT4 includes an option which aims at decreasing the simulation time by avoiding
the tracking of secondary particles with very low energy. This is achieved by using
a “tracking cut”, which is actually a cut in range. The idea of the “tracking cut”
is to stop the detection of secondary particles that travel a distance smaller than
the “tracking cut”. GEANT4 converts the “tracking cut” into energy cut for the
simulated particles and the simulated absorption material. Through its definition the
code hinders the production of the secondary particles, and the energy that they would
depose into the detector is recorded as energy deposition of their parent particles.
This restriction is implemented in the simulation of photons, e~, et and protons
interactions.

In Figure K1 it is illustrated a qualitative GEANT4 spectrum of the energy
deposition of the X-rays of 45.21, 45.99, 46.7, 47.55, 48.22 and 49.13 keV at the 50%
rel. efficiency HPGe detector for (a) “tracking cut=" 1 mm and (b) “tracking cut”=
1 nm. As can be see, in order to simulate the Ge X-ray escape peaks phenomenon in
the GEANT4 simulations, the “tracking cut” has to be reduced to 1 nm.
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Counts

Counts

Energy (keV)

Figure K1: The Ge X-ray escape peaks production in the GEANT4 simulations for
the X-rays at 45.21, 45.99, 46.7, 47.55, 48.22 and 49.13 keV, when considering (a) 1

mm and (b) 1 nm “tracking cut”.
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